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   For Big Data algorithms  
and for the same hardware price as before,  
achieving: 

   a) speed-up, 20-200   

   b) monthly electricity bills, reduced 20 times 

   c) size, 20 times smaller 
 

The major issues of engineering are: design cost and design complexity. 

Remember, economy has its own rules: production count and market demand! 
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LOOP ORIENTED: 

1a. Over 95% of run time in loops [loops to almost zero?] 

1b. Over 3x data reusability (e.g., x+x2+x3+…) [how close to zero?] 
 

APPLICATION ORIENTED: 

2a. BigData [for data streaming, not for data control] 

2b. MicroLatency [military and defense] 
 

ENVIRONMENT ORIENTED: 

3a. MAXJ [new programming model] 

3b. WORM [prog effort+comp time] 
 

Use a Lamborghini, not a Ferrari, to drive over a plowed field 
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Absolutely all results achieved in Europe: 

 

   a) All hardware produced in Europe,  

         specifically UK   

   b) All system software generated in Europe, 
   EU and WB  

 

Stanford + Purdue 
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ControlFlow (MultiFlow and ManyFlow): 
 Top500 ranks using Linpack 

(Japanese K, IBM Sequoya, Cray Titan, …) 

 

DataFlow: 
 Coarse Grain (HEP) vs. Fine Grain (Maxeler) 
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The history starts in 1960's! 

The enabler technology did not exist before the year 2000! 



Position Machine Architecture 

1 Tianhe-2 x86 + Xeon Phi 

2 Titan x86 + GPU 

3 Sequoia BlueGene/Q 

4 K Computer SPARC 

5 Mira BlueGene/Q 

6 Piz Daint x86 + GPU 

7 Stampede x86 + Xeon Phi 

8 JUQUEEN BlueGene/Q 

9 Vulcan BlueGene/Q 

10 SuperMUC x86  

World’s Top 10 Supercomputers 
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What would be their performance for zetadata (21), yotadata (24), brontodata (27)? 

 

The 5V of BigData: Volume, Variety, Velocity, Variability, and Veracity (Hurson) 

 



Compiling below the machine code level brings speedups; 
also a smaller power, size, and cost. 
 
The price to pay: 
The machine is more difficult to program. 
 
Consequently: 
Ideal for WORM applications :) 
 
Examples using Maxeler: 
GeoPhysics (20-200), Banking (200-2000), 
M&C (New York City), Datamining (Google), … 
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Simulator builder 

Hardware builder 

 

 

  2n+3 

+ Tests 
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10/150 Why Java? Minimal Kolmogorov Complexity, etc… 



Definition (Kolmogorov):  
“If a description of string s, d(s),  
is of minimal length, […]  
it is called a minimal description of s.  
Then the length of d(s), […] is the Kolmogorov complexity of s, 
written K(s), where K(s) = |d(s)|” 
 

Of course K(s) depends heavily on the Language L  
used to describe actions in K  
(e.g., Java, Esperanto, an Executable file, etc). 
 

Kolmogorov Complexity => minimal energy to move Data 

 
 Kolmogorov, A.N. (1965). "Three Approaches to the Quantitative Definition of Information". Problems Inform. Transmission 1 (1): 1–7. 
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http://www.ece.umd.edu/~abarg/ppi/contents/1-65-abstracts.html
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Assumptions: 
  1. Software includes enough parallelism to keep all cores busy 
  2. The only limiting factor is the number of cores. 

tGPU =   
N * NOPS * CGPU*TclkGPU / 
NcoresGPU  

tCPU =   
N * NOPS * CCPU*TclkCPU 
/NcoresCPU  

tDF =  NOPS * CDF * TclkDF +  
         (N – 1) * TclkDF / NDF  
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DualCore? 

Which way are the horses 
going? 
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 Is it possible 
to use 2000 chicken instead of two horses? 

? 
== 
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 What is better? 



2 x 1000 chickens (CUDA and rCUDA) 
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How about 2 000 000 ants? 
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Big Data Input 
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Big Data Input 
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FPGA 



Marmelade 

Big Data Input 
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Results 

FPGA 



 Factor: 20 to 200 

MultiCore/ManyCore DataFlow 

Machine Level Code 

Gate Transfer Level 
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 Factor: 20 

MultiCore/ManyCore DataFlow 
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 Factor: 20 

Data Processing 

Process Control 

Data Processing 

Process Control 

MultiCore/ManyCore DataFlow 
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 MultiCore: 
 Explain what to do, to the driver 
 Caches, instruction buffers, and predictors  needed 

 

 ManyCore: 
 Explain what to do, to many sub-drivers 
 Reduced caches and instruction buffers needed 

 

 DataFlow: 
 Make a field of processing gates: 1C+2nJava+3Java 
 No caches  

 300 students/year: BGD, FRI, BCN, UNISI, ETH, EPFL, ... 
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 MultiCore: 
 Business as usual 

 

 ManyCore: 
 More difficult 

 

 DataFlow: 
 Debugging both, application and configuration code 
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 MultiCore/ManyCore: 
 Several minutes 

 

 DataFlow: 
 Several hours for the real hardware. 

 
 Fortunately, only several minutes for the simulator, 

several seconds for reload (90% due to DRAM inertia), 
and several milliseconds to restart the stream 
and several microseconds to restart the execution. 
 

 The simulator supports  
both the large JPMorgan machine 
as well as the smallest “University Support” machine. 
 

 GoodNews: 
 Tabula@2GHz 
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 MultiCore: 
 Horse stable 

 

 ManyCore: 
 Chicken house 

 

 DataFlow: 
 Ant hole 
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 MultiCore: 
 Haystack 

 

 ManyCore: 
 Cornbits 

 

 DataFlow: 
 Crumbs 
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Small Data: Toy Benchmarks (e.g., Linpack) 
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Medium Data 
(benchmarks   
favorising NVidia, 
compared to Intel,…) 
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Big Data 
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• Software based solution  

• Dataflow Computing in the Datacentre 

 

The CPU 
Conventional CPU cores and  

up to 6 DFEs with 288GB of RAM 

The Dataflow Appliance 
Dense compute with 8 DFEs, 
768GB of RAM and dynamic 

allocation of DFEs to CPU servers 
with zero-copy RDMA access 

The Networking Appliance 
Intel Xeon CPUs and 4 DFEs with 

direct links to up to twelve 40Gbit 
Ethernet connections 

Maxeler Dataflow Appliance 

 



1. Coarse grained, stateful: Business 

– CPU requires DFE for minutes or hours 

– Interrupts 

2. Fine grained, transactional with shared database: DM 

– CPU utilizes DFE for ms to s 

– Many short computations, accessing common database data 

3. Fine grained, stateless transactional: Science (Phy, ...) 

– CPU requires DFE for ms to s 

– Many short computations 
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Major Classes of Algorithms,  

from the Computational Perspective 
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Selected Examples: 

Business, 

Mathematics, 

GeoPhysics, etc. 
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An MIS Example: Credit Derivatives 
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Climber 

Tether 

Orbital station 

 
HW 
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Seismic Imaging 

• Running on MaxNode servers 
- 8 parallel compute pipelines per chip 

- 10x less power: 150MHz vs 1.5GHz 
- 30x faster than microprocessors 

 An Implementation of the Acoustic Wave Equation on FPGAs  
T. Nemeth†, J. Stefani†, W. Liu†, R. Dimond‡, O. Pell‡, R.Ergas§ 
†Chevron, ‡Maxeler, §Formerly Chevron, SEG 2008 
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 Performance of one MAX2 card vs. 1 CPU core 

 Land case (8 params), speedup of 230x 

 Marine case (6 params), speedup of 190x 

The CRS Results 

CPU Coherency MAX2 Coherency 
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• DM for Monitoring and Control in Seismic processing  

• Velocity independent / data driven method  
to obtain a stack of traces, based on 8 parameters 

• Search for every sample of each output trace 

Trace Stacking: Speed-up 217 

P. Marchetti et al, 2010 

2 parameters ( emergence angle & azimuth ) 

3 Normal Wave front parameters ( KN,11; KN,12 ; KN22 ) 

3 NIP Wave front parameters ( KNip,11; KNip,12 ; KNip22 ) 
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Maxeler Running Smith Waterman 
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Molecular Correlates of Tumor Signatures 

from a Large Cohort 
From whole slide sections, of a cohort,  

to pathway analysis (Prof Bahram Parvin, Berkeley) 

 

High Content Analysis (HCA) on MPC-X 
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This is about algorithmic changes,  
to maximize  

the algorithm to architecture match: 
 

algorithmic modifications, 
pipeline utilization, 
data choreography,  

and 
decision making precision. 

 
The winning paradigm of Big Data ExaScale? 
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Conclusion: Nota Bene 



Algorithmic Changes: Data Dependencies 

PSI[0] PSI[1] PSI[N-3] PSI[N-2] PSI[N-1] 

… 

cbeta[N-2] cbeta[N-3] cbeta[1] cbeta[0] 

… 

… 

OP 

PSI[0] PSI[1] PSI[N-3] PSI[N-2] PSI[N-1] … PSI[2] 

0 0 OP’ 

OP OP OP 

OP’ … OP’ OP’ 
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Example generated by Sasa Stojanovic (Gross-Pitaevskii) 



Pipeline Changes: Higher Efficiency  

X[0,0] 

[0,0] 
X[0,1] 

0 

R[0,0] R[0,0] 

0 

[7,0] 

[6,0] 

[5,0] 

[4,0] 

[3,0] 

[2,0] 

[1,0] 

[0,0] 

[0,1]

[7,0] 

[6,0] 

[5,0] 

[4,0] 

[3,0] 

[2,0] 

[1,0] 

R[0,0] 
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Example generated by Sasa Stojanovic (Gross-Pitaevskii) 

8 



Order of data 
 accesses in 
the memory 

   calclux 
 

 

           calcluy 
 
 

                 calcluz 
 

Data Recoreography: Pipeline Utilization 

Order of data accesses 
inside of a burst 

… … … 
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Example generated by Sasa Stojanovic (Gross-Pitaevskii) 



• Consider fixed point  
compared to single precision floating point 

• If the range is tightly confined,  
one could use 24-bit fixed point  

• If data has a wider range, may need 32-bit fixed point  

 

 

 

 

• Arithmetic is not 100% of the chip.  
In practice, often ~5x performance boost from fixed point. 
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Fixed Point: Savings Reinvestable 

hwFloat(8,24) hwFix(24,...) hwFix(32,...) 

Add 500 LUTs 24 LUTs 32 LUTs 

Multiply 2 DSPs 2 DSPs 4 DSPs 



 Revisiting the Top 500 SuperComputers benchmarks 
 Our paper in Communications of the ACM 

 Revisiting all major Big Data DM algorithms 
 Massive static parallelism at low clock frequencies 

 Concurrency and communication 
 Concurrency between millions of tiny cores difficult, 

“jitter” between cores will harm performance  
at synchronization points 

 Reliability and fault tolerance 
 10-100x fewer nodes, failures much less often 

 Memory bandwidth and FLOP/byte ratio 
 Optimize data choreography, data movement,  

and the algorithmic computation 

 New architecture of n-Programming paradigms 
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FP7: RoMoL@BCN 
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The SAB goal: Out of box thinking! 



FP7: BalCon@SRB 
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The SAB goal: Seed for new proposals! 

The vision of Alkis Konstantellos 
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DAFNE: Leader MISANU 
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DAFNE = South (MaxCode) + North (BigData) 

MISANU, IMP, KG, NS,  
BSC, UPV,  
U of Siena, U of Roma, 
IJS, FRI, 
IRB,  
QPLAN,  
Bogazici, U of Istanbul, 
U of Bucharest, U of Arad, 
U of Tuzla,   
Technion, Maxeler Israel, IPSI 

UK 
Sweden 
Norway 

Denmark 
Germany 

France 
Austria 

Swiss 
Poland 

Hungary 
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The DAFNE Map 
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The TriPeak @ DATAMAN 

   Siena 

+ BSC 

+ Imperial College  

+ Maxeler 

+ Belgrade   
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The TriPeak: Essence 

MontBlanc = A ManyCore (NVidia) + a MultiCore (ARM) 
Maxeler = A FineGrain DataFlow (FPGA) 
 
How about a happy marriage? 
MontBlanc (ompSS) and Maxeler (an accelerator) 
 
In each happy marriage, 
it is known who does what :) 
 
The Big Data DM algorithms: 
What part goes to MontBlanc and what to Maxeler? 
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TriPeak: Core of the Symbiotic Success 

An intelligent DM algorithmic scheduler, 
partially implemented for compile time, 
and partially for run time. 
 
At compile time: 
Checking what part of code fits where 
(MontBlanc or Maxeler): LoC 1M vs 2K vs 20K 
 
At run time: 
Rechecking the compile time decision, 
based on the current data values. 
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Maxeler: Research (Google: good method) 

Structure of a Typical Research Paper: Scenario #1 
[Comparison of Platforms for One Algorithm] 
Curve A: MultiCore of approximately the same price 
Curve B: ManyCore of approximately the same price 
Curve C: Maxeler after a direct algorithm migration 
Curve D: Maxeler after algorithmic improvements 
Curve E: Maxeler after data choreography 
Curve F: Maxeler after precision modifications 
 
 
 
Structure of a Typical Research Paper: Scenario #2 
[Ranking of Algorithms for One Application] 
CurveSet A: Comparison of Algorithms on a MultiCore 
CurveSet B: Comparison of Algorithms on a ManyCore 
CurveSet C: Comparison on Maxeler, after a direct algorithm migration 
CurveSet D: Comparison on Maxeler, after algorithmic improvements 
CurveSet E: Comparison on Maxeler, after data re-choreography 
CurveSet F: Comparison on Maxeler, after precision modifications 

T 

D 

VTD 

A 

F 



67/150 67/150 

Maxeler Research in Serbia:  
Special Issue of IPSI Transactions Journal 

 
KG: Blood Flow, Tijana Djukic and Prof. Filipovic 
 
NS: Combinatorial Math, Prof. Senk and Ivan Stanojevic 
 
MISANU: The SAT Math, Zivojin Sustran and Prof. Ognjanovic 
 
ETF: Meteorology, Radomir Radojicic and Marko Stankovic 
 
ETF: Physics (Gross Pitaevskii 3D real), Sasa Stojanovic 
 
ETF: Physics (Gross Pitaevskii 3D imaginary), Lena Parezanovic 
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The Early Bird Teaching Efforts 

 Stanford (Michael Flynn) 
arith.stanford.edu/~flynn 
 
 
Imperial College of London (Oskar Mencer) 
cc.doc.ic.ac.uk/opensp114 
 
 
Universty of Belgrade (Veljko Milutinovic) 
home.etf.rs/~vm/os/vlsi/predavanja/maxeler.html 
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Maxeler: Teaching (Google: prof vm) 

TEACHING, VLSI, PowerPoints: MAXELER, http://home.etf.rs/~vm/os/vlsi/predavanja/maxeler.html 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
       THE COURSE ALSO INCLUDES DARPA METHODOLOGY FOR MICROPROCESSOR DESIGN 
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Maxeler PreConference Tutorials (2013) 

Google:  
 
IEEE HiPeak, Berlin, Germany, January 2013 
 
ACM iSAC, Coimbra, Portugal, March 2013 
 
IEEE MECO, Budva, Montenegro, June 2013 
 
ACM ISCA, Tel Aviv, Israel, June 2013 
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Maxeler InHouse Tutorials (2015) 



73/150 73/150 © H. Maurer 
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Maxeler University Program Members 
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How to Become a Family Member? 

 Options to consider: 
   a. Applying for MAX-UP free of charge 
   b. Purchasing a university-level machine (about $5K) 
   c. Purchasing a JPM-level machine 
   (the value approaching $100M), 
       or at least a Schlumberger-level machine 

    (the value moving above $10M) 
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Our Work Impacting Our Interest in Maxeler 
 
 
 Milutinovic, V., Knezevic, P., Radunovic, B., Casselman, S., Schewel, J., Obelix 

Searches Internet Using Customer Data, IEEE COMPUTER, July 2000 (impact 
factor 2.205/2010). 

 
 Milutinovic, V., Cvetkovic, D., Mirkovic, J., Genetic Search Based on Multiple 

Mutation Approaches, IEEE COMPUTER, November 2000 (impact factor 
2.205/2010). 

 
 Milutinovic, V., Ngom, A., Stojmenovic, I., STRIP --- A Strip Based Neural Network 

Growth Algorithm for Learning Multiple-Valued Functions, IEEE TRANSACTIONS 
ON NEURAL NETWORKS, March 2001, Vol.12, No.2, pp. 212-227. IEEE Awarded 

 
 Jovanov, E., Milutinovic, V., Hurson, A., Acceleration of Nonnumeric Operations 

Using Hardware Support for the Ordered Table Hashing Algorithms, IEEE 
TRANSACTIONS ON COMPUTERS, September 2002, Vol.51, No.9, pp. 1026-1040 
(impact factor 1.822/2010).  

 
The IEEE/ACM 1997 Architecture Track Best Paper Award 
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Maxeler Impacting Our Work 
 

 Tafa, Z., Rakocevic, G., Mihailovic, Dj., Milutinovic, V., Effects of 
Interdisciplinary Education On Technology-driven Application Design IEEE 
Transactions on Education, August 2011, pp.462-470. (impact factor 
1.328/2010). 

 
 Tomazic, S., Pavlovic, V., Milovanovic, J., Sodnik, J., Kos, A., Stancin, S., 

Milutinovic, V., Fast File Existence Checking in Archiving Systems ACM 
Transactions on Storage (TOS) TOS Homepage archive, Volume 7 Issue 1, 
June 2011, ACM New York, NY, USA. 

 
 Jovanovic, Z., Milutinovic, V., FPGA Accelerator for Floating-Point Matrix 

Multiplication, IEE Computers & Digital Techniques, 2012, 6, (4), pp. 249-
256. The IET 2014 Premium Award for Computing & Digital Techniques 

 
 Flynn, M., Mencer, O., Milutinovic, V., Rakocevic, G., Stenstrom, P., Trobec, 

R., and Valero, M., Moving from Petaflops (on Simple Benchmarks) to 
Petadata per Unit of Time and Power (On Sophisticated Benchmarks) 
Communications of the ACM, May 2013 (impact factor 1.919/2010) . 
ACM Awarded 
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Current Main Efforts of Maxeler 

1.  To encourage a lot of software to be written/ported. 
This is a key business opportunity that needs to be developed. 

2.  Maxeler is building up a website and a community 
to share software for DFEs. 
This would allow the software to also be sold  
directly from the Maxeler website. 

3.  If a PhD student ports an important software  
to a Maxeler machine, 
she/he could become the first software vendor in the world 
for dataflow computers, 
and Maxeler would be happy to help sell licenses. 
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Current Side Efforts of Maxeler 

1. Developing new tools for easier making of kernels. 

2. Bringing new languages to Maxeler:  
C, C++, MathLab, Matematika 

3. Porting popular application packages to Maxeler: 
OpenSees, etc... 

4. Trying the Tabula FPGA! 

5. Getting more than 1TeraByte/sec thru I/O 

6. Minimizing the hardware, so it can go into Galaxy 5,6… 
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NewTools: MaxSkins 
Custom Engine 

Interfaces 

(.c) 
MaxCompiler 

Dataflow Design 

(.maxj) 

.max file developer 

.max file user 

.max file 

MaxCompiler 

App Packager 

MATLAB C/C++ R Python Excel 

.mex .m 

Testing / 

Application integration 

App 

Installer 

SLiC level programming 
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Getting Started a Practical Work  
from the Linux Shell 
1.  Open a shell terminal (e.g., $ /usr/bin/xfce4-terminal). 

2.  Connect to the Maxeler machine  
 (e.g., $ ssh root@147.91.12.216). 

3.  If more shell screens needed, start screen (e.g., $ screen). 

4.  Switch to the directory that contains  
the 2n+3 programs you wrote  
(e.g., $ cd Desktop/workspace/src/ind/z88/). 

5.  Prepare your C code for measuring the execution time  
(e.g., clock_gettime(CLOCK_REALTIME, &t2);). 

6.  See what you can do (e.g., $ make). 

7.  Select one of those that you can do  
(e.g., $ make build-sim, $ make run-sim,   
$ make build-hw, $ make run-hw). 

8.  Measure the power consumption at the wall plug. 
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New CME Electronic Trading Gateway: 
Currently the World's Largest Futures and Options Exchange 

Live as of March 2014 
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Dataflow Computing at UK Government   

The approach: 

1. Selecting Multiscale Dataflow Computing architecture 

2. Training of staff to work with Maxeler technology 

3. Investment into Dataflow Software development 

4. Support of initial users in the UK and across Europe 

Industry 

Government 

 

Engagement type 

Hardware and 

Software Platform 

Sale 

 

Main Contacts 

Ministry of Science 

 

Date 

Dec 2013 ► 20-50x increased compute capability per cubic-foot of data center space 

=> single Maxeler rack brings compute capability of over 20 conventional racks 

► Enabling the evaluation of portable Petascale computing systems  

► Green computing: chance to beat the top machines in the Green500 supercomputer list  

Approach 

Critical Client Issues  

Client benefits 

► Competitive advantage in international race  

► Transitioning to Big Data Analytics while  

     conventional solutions do not manage to keep up 

► High Energy Physics keeps pushing computational demands  
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World's Most Efficient Dataflow Supercomputer at STFC 
Daresbury Laboratory to Drive UK Science and Innovation 

 
The Science and Technology Facilities Council (STFC) and Maxeler are collaborating in a project 
funded by the UK Department of Business Innovation and Skills to install the next generation of 
supercomputing technology in a new facility at the Daresbury Laboratory focusing on energy 
efficient computing research. The supercomputer will offer orders of magnitude improvement in 
performance and efficiency. The new MPC-X supercomputer will be available in Summer 2014 
and will allow UK industry and academia to develop products and services based on MPC data 
analytics engines for applications domains such as medical imaging and healthcare data analytics, 
manufacturing, industrial microscopy, large scale simulations, security, real-time operations risk, 
and media/entertainment. 

 
The dataflow supercomputer will feature Maxeler developed MPC-X nodes capable of an 
equivalent 8.52TFLOPs per 1U and 8.97 GFLOPs/Watt, a performance per Watt that tops the 
Green500 today. MPC-X nodes build on the previous generation technology from Maxeler 
deployed at JP Morgan where real-time risk computation equivalent to 12000 x86 cores was 
achieved in 40U of dataflow engines. For the full story please visit our website at:  

 

http://www.maxeler.com/stfc-dataflow-
supercomputer/?utm_source=Commercial+List&utm_campaign=862e1b9d0e-
CommercialFebruary2014_Mailer&utm_medium=email&utm_term=0_ece0f8fd2e-862e1b9d0e-
336335821. 
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Juniper: System Design 
(www.maxeler.com.products/jdfe) 
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Juniper: Example Use Cases 

Exchange Market Data Dispetcher FIFO Order Gateway 
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Network Packet Capture 
 

• Provides sustained line-rate packet capture in distributed write mode 
and at bursts of up to 24GB in size in local write mode. 
 

• Custom on-chip application layer (DPI) filtering and compression can be used  
to further reduce storage overhead and consolidate relevant data. 
 

• The application configures pairs of DFE SFP ports into ‘tapped’ pass through connections. 
Ethernet data is captured from these ‘tapped’ connections and written out to pcap files. 
 

• The DFE implementation sustains more reliable throughput  
than commodity software based packet capture solutions  
including deep packet filtering, distributed writing, and a large DRAM buffer. 
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Operational Costs – OPEX 

• Size matters:  
– Real estate is expensive 
– Managing and operating real estate is expensive 
– Portability matters for many applications 
– Communication delay depends on distance  

from one corner to the other…smaller is faster. 

 
• Electricity matters:  

 - Over 50% of cost of computing  
   (disregarding SysAdmin and programmer salaries)     
   are in electricity. 
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What is a Rack, what is 1U? 
A rack holds computing units of 1U, 2U, 3U, 4U 
 
1U = 19inch × 36.5inch × 1.75inch 
2U = 19inch × 36.5inch × 3.5inch 
 
Each compute unit has it’s own power supply 
 
1U CPU servers can have 1-2 mother boards  
each with multiple CPU chips  
each with multiple cores. 
 
1U DFE boxes can have 8 DFEs or  
[6 DFEs + 2 CPU chips], connected via InfiniBand 
 
Each 1U DFE box has 384GB of DRAM  
and 48 independent memory channels. 
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Cost of Programming 

 
When writing a line of code,  
can you tell how much operational costs you create  
by deciding to write a program in one way  
versus another? 
 
The DFE programming is OPEX aware programming! 
 
A programmer  
(and his boss watching the project deadline)  
values his own time right now  
more than recurring future OPEX costs.  92/150 
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 Equations: Shallow Water Equations (SWEs) 

 Atmospheric equations 

Global Weather Simulation 

[L. Gan, H. Fu, W. Luk, C. Yang, W. Xue, X. Huang, Y. Zhang, and G. Yang,  Accelerating solvers for 

global atmospheric equations through mixed-precision data flow engine, FPL2013] 
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Weather Model – Performance Gain 

Platform Performance 

() 

Speedup 

6-core CPU 4.66K 1 

Tianhe-1A node 110.38K 23x 

MaxWorkstation 468.1K 100x 

MaxNode 1.54M 330x 

14x 
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Weather Model -- Power Efficiency  

Platform Efficiency 
( ) 

Speedup 

6-core CPU 20.71 1 

Tianhe-1A node 306.6 14.8x 

MaxWorkstation 2.52K 121.6x 

MaxNode 3K 144.9x 

9 x 
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Weather and Climate Models 

Which one is better? 

Finer grid and higher precision are obviously preferred but the 

computational requirements will increase  Power usage  $$ 

What about using reduced precision? (15 bits instead of 64 double 

precision FP)  
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Richard Feynman on Computation 

In theory, a computer system  

can be constructed which uses NO ENERGY. 

 

Energy is only needed when information is lost. 

 

Reordering of information does not require energy  

from a pure physics perspective. 

 

Of course, moving information takes energy… 
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Essence: Feynman 

• ALU possible at zero power (Arithmetic+Logic) 

• COMM not possible at zero power (MEM+MPS) 

PU 

DM PM 

105/150 



Essence: Feynman 

• ALU possible at zero power (Arithmetic+Logic) 

• COMM not possible at zero power (MEM+MPS) 

PU 

DM PM 

106/150 



• Moving data on-chip will use 12x more energy than computing 
 

• Moving data off-chip will use 200x more energy than computing! 
 

The Power Challenge 

Today 2018-20 

Double precision FLOP 100pj 10pj 

Moving data on-chip: 1mm 6pj 

Moving data on-chip: 20mm 120pj 

Moving data to off-chip memory 5000pj 2000pj 

107 

The Data Movement Challenge 
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• New optimization criteria on the rise! 
- Before: Minimizing the number of steps and the size of each step (MLTP.min) 
- Now: Minimizing the length of exe.graph.edges and making the execution graph mappable. 



A new way of thinking about 
FPGA   

 

OpenSPL 

108/150 

Suggesting a look at Mike Flynn's narration: www.openspl.org 

http://www.openspl.org/


Overview 
What is OpenSPL? 

Motivation for spatial 
programming 

Transforming the 
mindset… 

Controlflow & Dataflow 

Basics of OpenSPL 

Challenges 

Examples 

Summary and Roadmap 
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What is OpenSPL? 
Open Spatial Programming Language 

Allows programs to operate  
more effectively and efficiently  
by utilizing the space  
rather than depending only on time 

Embrace the natural parallelism  
of the substrate 

Data is transformed  
as it flows through the fabric 

Improve computational density 

General purpose development 
semantics 
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Motivation for Programming in Space  

 Core clock frequencies evened out in the few GHz range 

 Energy / Power consumption of modern HPC systems  
became huge economic burden not to be ignored any longer 

 Specialization has proven its power efficiency potentials 

 The requirements for annual performance improvements keep growing steadily 

 SoCs are now exploiting also the third dimension (3D-int) 

 However, the majority of programmers build upon the legacy,  
1D  linear view and sequential execution 

 Many clever proposals but no good solution to date  
(e.g., Cilk, Sequoia, OmpSs and OpenCL) 
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Moore Motivation… 
The number of transistors on a chip keeps scaling 

– Between 2003 and 2013 it went up from 400M (Itanium 2)  
to 5 Bln (Xeon Phi) in the case of modern processors 

Exploding data volumes while memory can’t follow 
– In the same period DRAM latency improved by less than 3x 

 

One’s “dream” about 

more of Moore 

(courtesy of Intel) 

112/150 



Transforming the Mindset … 
Thinking in space  

rather than in time 

Difficult change in mindset  
to overcome 

Transformation of data  
through flow over time 

Instructions are parallelized  
across the available space 

 

 

Flo
w

 / Tim
e

 

Space 
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Flow of data (Financial Example) 

Trading System 

Trading Venue 

Processing 

Trading Venue 

Trading Venue 

Economic & 
Social Data 

Back Office 
Data 
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Parallelism and Control Flow 

Traditional control flow 

Pragmas to enable 
multitasking 

Tasks distributed  
among many time-slices  
of CPU cores 

 

Process 
Task 

Process 
Task 

Process 
Task 

Process 
Task 

Process 
Task 

Process 
Task 

C
O

R
E 

C
O

R
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C
O

R
E 

C
O

R
E 

C
O

R
E 

C
O

R
E 

Task 

Task 

Task 
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Parallelism and Data Flow 
 Program instructions are laid down on the chip surface in 2D 

 All instructions (Dataflow Op) execute in parallel on every clock tick 

 Results are immediately used by the next Op 

 

Dataflow 
Op 

Dataflow 
Op 

Dataflow 
Op 

Dataflow 
Op 

Dataflow 
Op 

Dataflow 
Op 

Dataflow 
Op 

Dataflow 
Op 

Dataflow 
Op 

Input Data Results 
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OpenSPL Basics 
Controlflow and Dataflow are decoupled 

– Both are fully programmable 

Operations exist in space and by default run in parallel 

– Their number is limited only by the available space 

All operations can be customized at various levels  

– e.g., from algorithm down to the number representation 

Multiple operations constitute kernels  

Data streams through the operations / kernels 

Data transport and compute can be balanced 

All resources work all of the time for max performance 

In/Out data rates determine the operating frequency 
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Challenges with Native HDL 
Tools built  

for digital designers 

Description  
for a digital system 

Can’t we think of a system 
as one or many streams  
of data transformation? 

Designed for describing 
hardware,  
not describing  
computation 

 

entity NAME_OF_ENTITY is [ generic 

generic_declarations);] 

 port (signal_names: mode type; 

   signal_names: mode type; 

   : 

   signal_names: mode type); 

end [NAME_OF_ENTITY] ;  

architecture architecture_name of 

NAME_OF_ENTITY is 

-- Declarations 

 -- components declarations 

 -- signal declarations 

 -- constant declarations 

 -- function declarations 

 -- procedure declarations 

 -- type declarations 

  

 : 

  

begin 

-- Statements 

   

 : 

  

end architecture_name; 
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Structure of OpenSPL 

Kernel(s): Application Logic 

Manager: Substrate configuration,  
stream definitions, kernel configuration, etc. 

Host: Application setup, environment 
configuration, etc. 
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Structure of OpenSPL – Example IDE 

Manager Code CPU Code Kernel Code 
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Example #1 – Simple Kernel 
public class MovingAverageKernel extends Kernel { 

    

   public MovingAverageKernel(KernelParameters parameters,                  

int N) { 

      super(parameters); 

 

      //Input 

      SCSVar x = io.input(“x”); 

 

      //Data 

      SCSVar prev = stream.offset(x, -1); 

 

      SCSVar next = stream.offset(x, 1); 

 

      SCSVar sum = prev+x+next; 

 

      SCSVar result = sum/3; 

 

      //Output 

      io.output(“y”, result); 

   } 

} 
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Example #2 – Moving Average 

class MovingAvgKernel extends Kernel {  

    MovingAvgKernel() { 

        SCSVar x = io.input(“x”); 

        SCSVar prev = stream.offset(x, -1); 

        SCSVar next = stream.offset(x,  1);  

        SCSVar sum = prev + x + next;       

        SCSVar result = sum / 3; 

        io.output(“y”, result); 

    } 

} 
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Example #3 – Implied Volatility 
 

// Based on: "A New Formula for Computing Implied Volatility" by Steven Li 

SCSVar impliedVol(SCSVar optionPrice, 

                          SCSVar futurePrice, 

                          SCSVar strikePrice, 

                          SCSVar timeToExpiration, 

                          SCSVar interestRate) { 

 

 SCSVar discountFactor = exp(interestRate*timeToExpiration);    

                                                                                  

 optionPrice = optionPrice * discountFactor; 

 

 SCSVar sqrtT = sqrt(timeToExpiration); 

 

 SCSVar KmS = strikePrice - futurePrice; 

 SCSVar SpK = futurePrice + strikePrice; 

 

 SCSVar alpha = (sqrt(2.0*Math.PI) / SpK) * (optionPrice + optionPrice + KmS); 

 

 SCSVar tempB = max(0, alpha*alpha - 4.0*KmS*KmS/(futurePrice*SpK)); 

 

 return 0.5*(alpha + sqrt(tempB)) / sqrtT; 

} 

Running time: ~700ns 
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  webide.maxeler.com 

maxeler.mi.sanu.ac.rs 
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131/150 appgallery.maxeler.com 
http://www.mi.sanu.ac.rs/~appgallery.maxeler/ 



How to Prepare an Application for AppGallery? 

 Call for appgallery.maxeler.com 
Open to all! 
 
An AppGallery application 
should include the following: 
 
   - Photo of the fresco 
   - Title for the fresco 
   - Description (the first few words go to the fresco) 
   - PDF TECH (technical documentation) 
   - PDF USER (use case documentation) 
   - GitHub app binaries for a Maxeler system (one or more) 
   - Video or animation (optional) 
   - CV of the author 
 
The open-source applications 
should be placed on GitHub. 
 
More on how to prepare code for GitHub: 
https://github.com/maxeler/MaxAppTemplate 132/150 

http://appgallery.maxeler.com/
https://github.com/maxeler/MaxAppTemplate


133/150 



134/150 



135/150 



136/150 



137/150 



138/150 



MaxGenFD: Isotropic Modeling 
Code 

139 

Host Code (.c) FDKernel (.java) 
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Two DataFlow Stories 

 The Story of Google and MapReduce 

 The Story of Intel and Altera 

 

 

WHAT IS THE MORALE OF BOTH STORIES? 
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Some Useful Links on DataFlow R+D 
ORIGINAL BOOK ON DATAFLOW RESEARCH: 

 

Amazon: 

http://www.amazon.com/Guide-DataFlow-Supercomputing-Concepts-Communications/dp/3319162284 

 

Springer: 

http://www.springer.com/gp/book/9783319162287 

 

 

EDITED BOOK ON DATAFLOW CASE STUDIES: 

 

Amazon: 

http://www.amazon.com/Dataflow-Processing-Volume-Advances-Computers/dp/0128021349 

 

Elsevier: 

http://www.elsevier.com/books/dataflow-processing/milutinovic/978-0-12-802134-7 

 

 

TOOLS AND EXAMPLES SUPPORTING BOTH BOOKS ABOVE: 

 

webide.maxeler.com (id/passw: veljko1951) 

 

appgallery.maxeler.com 

 

 

ABOUT GOOGLE DROPPING MAPREDUCE AND INTEL TRYING ALTERA: 

 

http://www.informationweek.com/cloud/software-as-a-service/google-i-o-hello-dataflow-goodbye-mapreduce/d/d-id/1278917 

 

http://www.cnbc.com/id/102546244 

 

 

TWO COAUTHORED PAPERS: 

 

The IET 2014 Premium Award for Computing and Digital Techniques: 

http://ieeexplore.ieee.org/xpl/abstractAuthors.jsp?arnumber=6337379 

 

Journal of Big Data: 

http://link.springer.com/article/10.1186/s40537-014-0010-z 
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An Original Book Covering the Essence 

  http://www.amazon.com/Guide-DataFlow-Supercomputing-

Concepts-Communications/dp/3319162284 

 

 http://www.springer.com/gp/book/9783319162287 
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The first source to use the term the Feynman Paradigm in contrast with the Von Neumann Paradigm 
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An Edited Book Covering the Applications 

 http://www.amazon.com/Dataflow-Processing-Volume-Advances-

Computers/dp/0128021349 

 http://www.elsevier.com/books/dataflow-processing/milutinovic/978-

0-12-802134-7 
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Contributions welcome for the follow-ups: Vol. 102 + Vol. 104 
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QoL 

 Maxeler is one of the Top 10 HPC projects 

to impact QoL in the World :) 

 

Scientific Computing 

[www.scientificcomputing.com/articles/2014/11] 

 

by 

 

Don Johnson 

 

of 

 

Lawrence Livermore National Labs 
[editor@ScientificComputing.com] 146/150 
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Raw Materials – Silos & Elements 

Target Customers 

-     Impact  
on  
Customer 
Experience 

  INTERNET 

  IdeaMap™ 
SURVEY 

Identify topic area (BigData + LowPower) 

ANALYZED SURVEY RESULTS → Mind Genomics (Maxeler) 

 
  

Total 

Sample

Seg 1  Self 

Driven Online 

Banking 

Seekers

Seg 2  

Technology/ 

High Security 

Seekers

Seg 3  

Collaborative 

Online Seekers

Seg 4  Personal 

Touch with 

Technology

 Base Size: (267) (105) (50) (59) (53)

 Constant: 31 34 28 31 26

OC1 Connect online in 'real time' with a customer rep via instant 

messaging, voice over IP or video conferencing via your 

computer 0 2 2 5 -13

OC3 Faster loan application process…work in real time online with a 

loan officer  0 0 -8 12 -8

OC4 Our bank's customer service reps will help you browse and use 

our online banking services  -1 0 -6 10 -10

OC2 Use our online tool to find and schedule at your convenience an 

online working session with an expert such as investment broker, 

insurance agent, and/or loan officer  -3 1 -11 6 -12

ON3 We will answer all your requests in 'real time' by email, instant or 

text messaging 1 7 -11 3 -1

ON4 We offer 'On demand' status reports for services requests (e.g., 

loan application) delivered to you via e-mail, text or instant 

messaging  

1 6 -4 -3 0

ON2 No more paper mail... We will send you statements and images of 

transactions securely by email  -2 5 -17 -5 2

ON1 We allow you to pay bills securely using your mobile devices (cell 

phone, PDA, Blackberry, etc.)  -4 2 -13 -9 -2

BR3 We offer a bank-issued smart card so we can recognize you 

entering the branch and process your needs faster  4 2 6 -3 13

BR4 Choose a secure eye or finger security scan to identify you 

immediately in-branch and at ATM  4 3 10 -1 3

BR2 We have the most secure biometric system that identifies you as 

you enter the branch so we can process your needs faster  2 -1 8 -5 6

BR1 We  will recognize our customer's mobile phone signal when 

entering a branch so we can recommend appropriate bank 

products, promotions and special services  -4 -3 -6 -11 2

Online Collaborative

Online Other

In-Branch Recognition

No more paper mail – we will send you copies of statements by secure e-mail

Securely manage your account by PDA, Internet of automated telephone

Our banks customer services reps will help browse & use our on-line services 

Manage all your banking needs with a state of the art kiosk and be confident 

that live help is available if you need it

No more paper mail – we will send you copies of statements by secure e-mail

Securely manage your account by PDA, Internet of automated telephone

Our banks customer services reps will help browse & use our on-line services 

Manage all your banking needs with a state of the art kiosk and be confident 

that live help is available if you need it
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Q&A 

USNewsReport, MATH(CS): #366, #87, #29, #5 

SRB=#1@THE(Q/GNP): 

http://www.timeshighereducation.co.uk/news/uk-is-a-knockout-performer-on-pound-for-pound-basis/2020319.article 

About Times Higher Education: 

http://en.wikipedia.org/wiki/Times_Higher_Education 


