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Applications of graph spectra in combinatorial optimization

For example, one of early heuristics for graph bisection uses the

Fiedler vector, i.e. the eigenvector belonging to the second small-

est eigenvalue of the graph Laplacian. This eigenvalue is called

algebraic connectivity of the graph and was introduced by M.

Fiedler in the paper

Algebraic connectivity of graphs, Czech. J. Math., 23(98)(1973),

298-305.



The algebraic connectivity has been used in

D. Cvetković, M. Čangalović and V. Kovačević-Vujčić, Semidef-

inite programming methods for the symmetric travelling salesman

problem, Integer Programming and Combinatorial Optimiza-

tion, Proc. 7th Internat. IPCO Conf., Graz, Austria, June

1999, Lecture Notes Comp. Sci. 1610, Springer, Berlin, 1999,

126-136.

to formulate the following discrete semidefinite programming

model of the symmetric travelling salesman problem (STSP):



STSP semidefinite programming model:

minimize F (X) =
∑n
i=1

∑n
j=1

(
−1

2dij
)
xij + α

2

∑n
i=1

∑n
j=1 dij

subject to

xii = 2 + α− β (i = 1, . . . , n),
∑n
j=1 xij = nα− β, (i = 1, . . . , n),

xij ∈ {α− 1, α} (j = 1, . . . , n : i < j), X ≥ 0

Here X ≥ 0 means that the matrix X is symmetric and positive

semidefinite, while α and β are chosen so that α > hn/n and 0 <

β ≤ hn with hn = 2−2 cos(2π/n) being the algebraic connectivity

of the cycle Cn.

Solution X essentially gives the adjacency matrix of an optimal

Hamiltonian cycle.



A natural semidefinite relaxation of the travelling salesman prob-

lem is obtained when discrete conditions are replaced by inequality

conditions.

SDP relaxation:

minimize F (X)

subject to

xii = 2 + α− β (i = 1, . . . , n),
∑n
j=1 xij = nα− β, (i = 1, . . . , n),

α− 1 ≤ xij ≤ α, i, j = 1, . . . , n, i < j, X ≥ 0

Branch and bound algorithm



Definition of a complexity index

Let A be an (exact) algorithm for solving an NP-hard combi-

natorial optimization problem C and let I be an instance of C of

dimension n. A complexity index of I for C with respect to A is

a real r, computable in polynomial time from I , by which we can

predict (in a well defined statistical sense) the execution time of A

for I .



Correlation coefficient

The efficiency of the complexity index can be statistically es-

timated measuring the linear correlation between the index value

and the number of relaxation tasks solved within the B&B algo-

rithm.

The coefficient of linear correlation for two sequences (bi) and

(ci) is defined by

CBC =
1√

ϑB
√
ϑC

|N |∑
i=1

(bi − m̄B)(ci − m̄C),

where m̄B, m̄C and ϑB, ϑC are mean values and variances of the

corresponding sequences (bi) and (ci), respectively.



TSP – short edge subgraph

We consider the symmetric travelling salesman problem with

instances I represented by complete graphs G with distances be-

tween vertices (cities) as edge weights (lengths).

Intuitively, the hardness of an instance G depends on the distri-

bution of short edges within G.

Therefore we consider some short edge subgraphs of G (minimal

spanning tree, critical connected subgraph, and several others) as

non-weighted graphs and several their invariants as potential com-

plexity indices.

How short an edge should be to be considered as short depends

on the context.



Open tour TSP – B&B with MST as relaxation

If a minimal spanning tree is a path, it represents also a solution

to the TSP. However, a path is also a tree with a minimal branching

extent (in an intuitive sense).

The main idea is based on the expectation that a branch and

bound algorithm will run for longer the more the minimal span-

ning tree deviates from a path, i.e. the greater “branching extent”

it has.

Accordingly, any graph invariant characterizing well the “branch-

ing extent” in an intuitive sense, can be considered as a complexity

index for the travelling salesman problem.



Graph invariants as complexity indices

The following invariants have been considered:

D the number of vertices of degree 2 in the minimal spanning tree;

λ1 the largest eigenvalue of the adjacency matrix of the minimal

spanning tree.

The quantity D is maximal (D = n−2, where n is the number

of vertices) if the tree reduces to a path, but it attains its minimal

value D = 0 on a great number of trees.



The largest eigenvalue λ1 reflects more precisely the branching

extent of a tree.

Given n, the number of vertices of a tree, the quantity λ1 varies

between 2cos π
n+1 and

√
n− 1, both bounds being attained on ex-

actly one tree (a path and a star, respectively).

Since the path Pn has the least branching extent in the intuitive

sense and the star K1,n−1 has the maximal one, the quantity λ1

has at least a good property that it characterizes extremal trees in

the above sense.

Any invariant which is considered as a branching extent param-

eter should fulfil this criterion.



Let λ1, λ2, . . . , λn be eigenvalues (of the adjacency matrix ) and

d1, d2, . . . , dn vertices degrees of vertices in a graph. The quantity

Sk =
n∑
i=1
λki (k = 0, 1, 2, . . .)

is called the k-th spectral moment of the graph.

For trees we have

S4 = 6(n− 1)− 2
n∑
i=1
d2
i .

It has been shown that S4 is maximal for the star K1,n−1 and

minimal for the path Pn.

The following two indices are also considered:

Fs = d1! + d2! + · · · + dn! and Fp = d1!d2! · · · dn!.



Experiments in 1980’s

A number of instances of the TSP have been generated by means

of a random generator using a uniform distribution in the interval

(0,1) for the weights.

For each instance we have computed the considered indices and

the number N of the solved relaxation tasks when running the

branch and bound algorithm.

Since the input matrices are randomly generated the indices

and the number N are random variables. The linear correlation

coefficient and the Spearman correlation coefficient between indices

and N have been calculated.

The results are given in Tables 1-4.



N logN N (Spearman)
D 0.361 0.605 0.500
λ1 0.433 0.598 0.514
S4 0.501 0.612 0.536
Fs 0.463 0.421 0.568
Fp 0.531 0.534 0.570

Table 1: 200 graphs on 8
vertices

N logN N (Spearman)
D 0.293 0.529 0.439
λ1 0.378 0.543 0.502
S4 0.469 0.587 0.545
Fs 0.643 0.375 0.530
Fp 0.690 0.517 0.551

Table 2: 100 graphs on 12
vertices

N logN N (Spearman)
D 0.349 0.499 0.477
λ1 0.225 0.408 0.407
S4 0.340 0.505 0.571
Fs 0.036 0.179 0.493
Fp 0.269 0.359 0.575

Table 3: 100 graphs on 14
vertices

N logN N (Spearman)
D 0.372 0.513 0.542
λ1 0.383 0.333 0.329
S4 0.498 0.444 0.537
Fs 0.206 0.144 0.473
Fp 0.235 0.168 0.581

Table 4: 100 graphs on 16
vertices

The first and the second column give the correlation coefficient

between all mentioned indices and quantities N and logN . The

Spearman rank correlation coefficient is given in the third column.



Experiments in 1990’s

Several invariants have been considered as complexity indices for

the TSP with respect to B&B algorithms based on SDP relaxation:

D. Cvetković, M. Čangalović, V. Kovačević-Vujčić, Complexity

indices for the travelling salesman problem based on a semidef-

inite relaxation, SYM-OP-IS ’99, Proc. XXVI Yugoslav Symp.

Operations Research, Beograd, 1999, 177–180.

Let X be the solution of SDP relaxation and L = X +hnI−J .

Then L determines the weighted graph WL = (V,EL, CL),

where EL = {{i, j} ∈ E|lij < 0} and CL = 2I − L,

the corresponding unweighted graph GL = (V,EL)

and a stochastic matrix SL = I − 1
2L.



The most efficient indices are the following:

I1: the number of edges of GL

I2: the second smallest eigenvalue of the Laplacian of GL

I3: the entropy of SL, i.e. value equal to

∑
(i,j)∈EL

(lij/2) log2(−lij/2)− n/2

I4:
n∑
i=1
|µi − µ∗i |, where µ1, µ2, . . . , µn and µ∗1, µ

∗
2, . . . , µ

∗
n are se-

quences of nondecreasing eigenvalues of the Laplacians of GL

and a Hamiltonian circuit, respectively.

I5: the same sum as in I4 but with eigenvalues of the Laplacian of

WL instead of GL.

I6: the number of vertices of the GL with degrees greater than 2.



The efficiency of indices Ik, k = 1, . . . , 6, has been investigated

For each dimension 20, 25, 30, 35 we consider 50 randomly gen-

erated TSP instances with distances uniformly distributed in the

interval [1,999]. To each instance a B&B algorithm based on SDP

relaxation is applied.

The coefficients of the linear correlation between values of indices

Ik(k = 1, . . . , 6) and the number of relaxation tasks for dimensions

n= 20, 25, 30, 35 are summarized in Table 6. Results indicate that

the most reliable indices are I1, I4 and I6 with almost significant

correlation.



Table 5: Values of the linear correlation coefficients

index I1 I2 I3 I4 I5 I6
n
20 0.53 0.35 0.51 0.53 0.53 0.53
25 0.48 0.49 0.21 0.48 0.48 0.49
30 0.29 0.21 0.32 0.29 0.42 0.33
35 0.56 0.52 0.37 0.56 0.38 0.55
average value 0.47 0.39 0.35 0.47 0.45 0.48

The obtained experimental results indicate the luck of theoret-

ical explanations of phenomena with complexity indices, the need

for experiments with instances of higher dimensions and, perhaps,

the need for better classification of graph invariants than the intu-

itive approach.



Summary of previous work

Previous work on complexity indices for the travelling salesman

problem, has been summarized in

Cvetković D., Čangalović M., Kovačević-Vujčić V., Optimization

and highly informative graph invariants, Two Topics in Math-

ematics, ed. B.Stanković, Zbornik radova 10(18), Matematički

institut SANU, Beograd 2004, 5-39.

Some new ideas about complexity indices based on spectral clus-

tering have been given in

Cvetković D., Complexity indices for the travelling salesman

problem and data mining, Transactions of Combinatorics, 1(2012),

No. 1, 35-43.



Recently we started to check and extend all these ideas on com-

plexity indices by extensive computational experiments using the

well known programming package CONCORDE TSP Solver.

Instead of counting relaxation tasks (in branch and bound al-

gorithms), here we have recorded execution times for solving ran-

domly generated instances.

We have computed several invariants for the considered instances

and calculated correlation coefficients between the sequence of se-

lected invariant and the sequence of execution times.



In particular, we generated 100 instances on 50 vertices with a

uniform distribution of integer edge weights in the interval [1, 100].

We have considered several invariants of short edge subgraphs, such

as the number of edges, the number of components, the largest

eigenvalue of the adjacency matrix, the algebraic connectivity, and

several others.

The best result obtained so far is for the product of the numbers

of vertices in the components of the short edge subgraph consist-

ing of edges with weights 1 or 2. the corresponding correlation

coefficient was equal to 0.46.

We plan to consider several similar invariants.



In fact, a short edge subgraph in our situation is a random graph

of the Erdős-Rényi type. Here, each pair of vertices is connected

with an edge with a fixed probability (= 0.02 in the mentioned

case). We noticed that in many cases a giant component appears

as the Erdős-Rényi theory predicts.

In one of the cases a component with 32 vertices appeared.

Experiments with higher dimensions and some specially con-

structed invariants of short edge subgraphs are planned.



Thank you for your attention


