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Ad hoc dynamic systems in

emergencies

Jelena Ranitović, Vesna Nikolić ∗†‡

Abstract

The accelerated growth of Information and Communication Tech-
nologies (ICTs), especially the expansion and use of social media, has
significantly influenced the flow of information in emergencies. Virtual
organizations are becoming increasingly interconnected [1]. Dynamic
systems, such as Ushahidi crisis mapping platform, allow ad hoc virtual
collaboration and enable its users - first responders, digital volunteers,
private and non-profit organizations to gather and disseminate useful in-
formation in near real-time [2]. Therefore, a complex system created in
this way collects big crisis data from various sources. The effectiveness
of the collective action and organized behavior, apart from providing
an opportunity for a timely emergency response, greatly contributes to
better decision-making in dynamic environments [3].
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Augmented Reality as a Tool for

Maintaining and Repairing Complex

Industrial Systems

Dušan Tatić
Faculty of Electronic Engineering, University of Nǐs

dule tatic@yahoo.com

Bojan Tešić
Mine and Power Plant Ugljevik
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Abstract

Augmented reality (AR) is a technology that combines in real time
pictures from the real world with virtual elements in order to provide
users additional information about their surroundings [1]. This technol-
ogy is widely used in different areas of research such as medicine, cul-
tural heritage, architecture, etc. It also finds numerous uses in the field
of industry. There is great number of applications of these technologies
used for the maintenance and repair [2] or manufacturing process [3].

In this paper, we discuss the usage of augmented reality from the
point view of complex systems implemented in industry. Complex in-
dustry systems are usually characterized by a large number of subsys-
tems with different functionality and a variety of technologies combined
into a global system that is hard for one human being to comprehend
and understand in details [4]. The augmented reality could be used
for visualization of certain steps of maintaining and repairing tasks and
providing guidelines for performing related procedures in the form of
video and audio signals, and when convenient also 3D models. An-
other related aspect is improvement of occupational safety conditions,
due to a remotely controlled application of augmented reality supported
interactive check lists of tasks.

A case study is presented on the example of particular maintenance
and repair processes in the Thermal plant Ugljevik, Bosnia and Herze-
govina. Usually, workers knowledge is gathered from specific courses
and printed books. Also, big portion of this knowledge is transferred
from more experienced workers to new ones. We provide an AR tool
for helping less experienced workers to learn how new tasks should be
performed in the form of strict guidelines that have to be followed. The
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transition to the next subtask is strictly controlled and possible if the
previous task is completely performed, which is verified by a check list
integrated with a remote controller. Due to that, the time, cost, and
error rate of maintaining and repairing procedures is reduced.

We provide a structure, application, and data layer, of the system
which describes a concrete maintenance and repair instruction flow.
This structure has to be followed by the worker in realization of a spe-
cific task. By capturing the surrounding environment with camera, the
worker is capable to follow instructions by using the AR tool on the dis-
play of his mobile device. By recognizing specific markers, at the exact
working place in the industry space, the worker gets video information
how he should realize the given task. Each step in the implementation
of a task is recorded and confirmed in an interactive check list, which
controls the proper implementation of tasks, reducing in this way pos-
sibility for human caused errors.

References

[1] Carmigniani, Julie, Borko Furht, Marco Anisetti, Paolo Cer-
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Elements of mathematical

phenomenology and logical analogies:

Some results on the basis of the logical

analogies

Katica R. (Stevanovi) Hedrih
Mathematical Institute SANU

e-mail: khedrih@sbb.rs

Starting with Petrovis Elements of mathematical phenomenology, the el-
ements of logical analogies are presented. Some results on the basis of the
logical analogies are listed with corresponding explanations and its impor-
tance for science and applications. One of these obtained results is logical
and mathematical analogy between vector models of rigid body mass mo-
ment vectors coupled for axis and pole and vector model of cross co-relation
between three stochastic processes and mathematical and logical analogies
between rigid body mass moment state around a point and state of cross
co-relation between three stochastic processes around a pole. Also is possi-
ble to identify logic analogies with stress state and strain state in a point of
the stressed and deformed deformable body. Logical analogy is, also, visible
between kinetic elements of collision between two translator bodies and two
rolling balls in collision.
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Evaluating diagnostic accuracy of a

clinical decision support system: case

study of systemic connective tissue

disorders
V. Srdanović M. Šošić M. Rašković S. Rašković

A. Perić-Popadić V. Djurić Ž. Jovičić
A. Srdanović

A fundamental problem in knowledge base system design is that of explic-
itly formulating knowledge relevant to the specific domain. Significant portion
of that knowledge, however, is often implicitly contained in data related to
the domain. In medical domain such data are relatively well systematized and
easily accessible in the form of patient case histories. Paper discusses some
strategies for integrating medical expert knowledge with data from clinical
practice, built in BELART clinical decision support system (Srdanovi, 1986),
that has been originally designed to address the problem. The system was
successfully applied to several medical domains. Recently, the new version of
the system has been ported to a new platform, and has been applied to the
domain of systemic connective tissue disorders.

Autoimmune systemic diseases like systemic lupus erythematosus, progres-
sive systemic sclerosis and Sjgren’s syndrome can be very difficult to diagnose
in practice, requiring a broad picture of the patients medical history, usually
assessed through a large number of variables. Even for clinical specialists it
can be a challenge. The additional problem lies in the fact that many au-
toimmune diseases patients suffer from more than one condition at the time.
This is why for the correct diagnosis of these diseases a large number of differ-
ent parameters are typically needed. The diagnostic process typically varies
among the individual patients depending on their condition, so not all of the
diagnostic procedures were needed for all patients.

The American College of Rheumatology had developed the Classification
criteria for systemic lupus erythematosus in 1982. In 1997 these criteria were
revised. Systemic Lupus International Collaborating Clinics (SLICC) pro-
posed new classification criteria, (Petri, M., et al., 2012). The SLICC vari-
ables were selected after statistical analysis, using logistic regression analyses,
has been performed by experts on patients medical records.
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To facilitate communication BELART has an interface developed to let
expert clinician define his domain by selecting manifestations/attributes that
are relevant to the domain. He/she defines attribute types, values they could
take on, their formats and constraints, their costs, etc.

Domain definition allows for a clinical data base formation, to which the
system is linked. Analyses performed on these data provide the knowledge
about associations among entities in the knowledge base and the estimates
of their strength. This new knowledge is in the form of simple production
(or IF-THEN) rules, with manifestations as their IF parts, and diagnoses as
their THEN parts. Associated with each rule are special attributes: diag-
nostic strength, source and reference. Corresponding diagnostic strengths are
estimated by relative frequencies of occurrence of particular manifestations
with the given diagnosis. Diagnostic strengths can take on values from 0 to
1, with 0.1 increments (0 meaning that manifestation does not occur with the
particular disease, while 1 means that it is pathognomonic for the disease). It
can thus be interpreted as a generalized sensitivity estimate for a particular
manifestation.

Clearly, knowledge base consisting of rules entered by expert clinician,
and particularly, those generated by the system in the way described here, can
potentially be very large. To resolve that, the system employs several heuristic
procedures to restructure its knowledge base additionally, and prepare it for
the consultation process.

In order that a specific manifestation be a key one for diagnosing certain
disease within the domain, it is not sufficient that it is manifested with high
diagnostic strength with that disease. It is quite possible that the same man-
ifestation attribute is associated with a high diagnostic strength with all of
the diseases within a particular domain. Such manifestation may be very im-
portant, though, in case domain in question is a much larger one, containing
many subdomains. It will then play a role of constrictor, a concept intro-
duced by Pople (1982). Within a single domain, however, key manifestations
will be those that are being manifested with significantly different diagnos-
tic strengths with various diseases within the domain. For a given margin
by which diagnostic strengths differ key manifestations are selected that dis-
criminate the most among two diseases. For each pair of diseases and a given
margin D, a set of key manifestations is formed. Obviously, selection of higher
or lower margin, effects in more or less strict selection of key manifestations.
Heuristics for extracting the key manifestations is a core reasoning strategy
of the system.

To evaluate the systems performance, and specifically its diagnostic accu-
racy, 44 patient case histories from the Clinic of Allergology and Immunology
of the Clinical Center of Serbia were used. All of the patients were in-patients
at the CAI during the period 2012-2015 and all were diagnosed with some
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form of systemic connective tissue disorder. Patients data were thoroughly
reviewed and diagnoses confirmed by expert clinicians. Out of the total of
44 patients, 15 were diagnosed with Systemic Lupus Erythematosus, 18 with
Sjgren’s Syndrome, 11 with Systemic Sclerosis.

A total of 87 different manifestations (symptoms, signs, findings, ...) were
selected for the study. It has to be noted that not all of manifestations had
their values established for each of the patients in the study. On average,
patients case histories had 65 (out of the total of 87) manifestations whose
values were established. As expected, typically values of the more costly
manifestations were missing, i.e. have not been established.

The evaluation process proceeds as follows. The patient case history for
which the system is to suggest a diagnosis is taken out from a set of all case
histories and a value for D is selected. The remaining n-1 (in our study 43)
case histories are then presented to the system. The system analyzes pre-
sented case histories and prepares for consultation process by restructuring
its knowledge base accordingly as described above. The consultation for the
selected patient case history is then performed by using its initial data to
establish working hypothesis of the possible disease(s) encountered. The sys-
tem is directing the further information-gathering procedure by first asking
questions about the patient that would discriminate the most among the al-
ternative diagnoses. Also, the less costly questions are asked first. After each
question is answered, i.e. value of the manifestation attribute is established
for the patient in question, data are evaluated and new scores are formed for
each disease category considered. In case that during a course of consultation
a need to include a new disease entity in the working hypothesis becomes
evident, the system would do so and continue with asking questions relevant
to this new situation. Eventually the diagnosis is suggested. The process is
repeated for all patient case histories at the selected level D.

Table 1. bellow shows the diagnostic accuracy of the system for different
values of D. The highest diagnostic accuracy in this study of 91

margins for selecting key manifestations

0.2 0.3 0.4 0.5 0.6 0.7 0.8

average number of 64 47 35 30 20 13 5

manifestations considered

diagnostic accuracy (%) 84 84 93 91 86 41 73

Table 1. Diagnostic accuracy

It is worth noting here that the systems accuracy was somewhat lower
for both higher and lower values of D. For higher values (D=0.6,...,0.8) the
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explanation is that corresponding sets of key manifestation are very restricted
and in fact derived from often a small number of degenerate data. For ex-
ample, for D=0.8 the system has suggested diagnoses after considering only
5 manifestations, while practically no case history participating in the study
had all of the manifestation in question established. On the other hand, for
lower values of D diagnostic accuracy was 84

The systems diagnostic accuracy and robustness makes it convenient for
possible future use in educational environments, or field tests by general prac-
titioners in medically underserved areas, where no specialist consultation, or
more complex, pathognomonic tests are available.
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First-Order Probabilistic Common

Knowledge Logic

Tomović Sinǐsa Zoran Ognjanović Dragan Doder

We introduce a first-order probabilistic epistemic logic with common knowl-
edge which allows a group of infinitely many agents. We provide its syntax
and semantics, and prove the strong completeness property.
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Exploiting Indetermination Caused by

Race Effect of Multi-Threading
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Vladan Vučković
Faculty of Electronic Engineering, University of Nǐs, Serbia

vladan.vuckovic@elfak.ni.ac.rs

Nikola Savić
Faculty of Electronic Engineering, University of Nǐs, Serbia
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Abstract

Random number generators are widely used and exploited in com-
puter science and applications. Usually, the pseudo-random number
generators are being used as their properties are good enough for major-
ity of applications. However, these methods have flaws and limitations
which are primarily based on their ability to fairly well approximate the
sequences of random numbers but not to produce truly random values.
In this paper, novel methods for generating random numbers are pro-
posed. These three new methods include generators of random numbers
which exploit the processes states, memory content and indetermina-
tion caused by race effect of multi-threading processes for generation of
random numbers.

1 Introduction

Random numerical values are necessary and key component within many cryp-
tographic and general purpose algorithms and therefore their generation, as
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well as properties of algorithms used for generation of random numerical val-
ues is of uttermost importance in computer science. Flows within random
number generators may lead to easier cryptanalysis of confidential data. To-
day, the most widely used method for generating random numbers are pseudo
random number generators or PRNGs [1]. These methods are fast and reli-
able however flawed in a sense that the PRNG-generated sequence is not truly
random, because it is completely determined by a relatively small set of initial
values. Furthermore it is quite possibly to predict all the generated sequences
produced by PRNG by simply knowing the initial values or by inspecting the
series of produced random values over time. Main goal of this paper is to
show the prospects of utilization of new ways of generating random numbers
by non-arithmetic methods. This would be achieved by exploiting the state
of computer system memory and processes as source of randomness as well
as by exploiting of indetermination caused by race effect of multi-threading
processes.
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Abstract

In era of information technologies one of the most considered ques-
tion is information security. With rapid expansion of Internet tech-
nologies, we came up with many security problems and vulnerabilities.
Voice over Internet Protocol (VoIP) is one very popular technology that
is used for voice communications and multimedia sessions over Internet
Protocol (IP) networks, such as Internet itself. So the question is how
to make VoIP communication secure and reliable? In this paper we
discus method for VoIP encryption using RC4 encryption algorithm.

1 Introduction

Security is one of the most important segments of modern communication
technologies. When we talk about VoIP communication, security takes the
most important part in the design of VoIP system. Because of the time-critical
nature of VoIP communication most of the conventional security measures
currently implemented in todays data networks could not be used without
enormous impact on system performance. So the objective of this research
is to find a possible way of data encryption that could be easily applied to
VoIP data stream and be implemented in real VoIP systems. Because of
the stream based nature of VoIP we will be using stream ciphers as natural
selection for this type of data communication. In this paper we will purpose
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one efficient method for VoIP data transfer encryption based on RC4 stream
cipher algorithm.
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Intelligent building efficiency

assessment using multiattribute utility

theory
Aleksandar Janjić, Lazar Velimirović, Miomir Stanković ∗†‡§

Abstract

The successful automation of an intelligent building relies on the
ability of the smart home system to organize, process, and analyze dif-
ferent sources of information to drive the automation decision-making
according to different criteria defined by the user [1-3]. To this end, a
strong and formal support for the knowledge base is central to the sys-
tem design. In this approach, the new methodology for discrete stochas-
tic multiple criteria decision making problem in intelligent building ef-
ficiency assessment, with different types of tradeoffs among criteria has
been presented [4]. The advantage of this approach is the usage of com-
pensatory aggregation, which is more suitable for conflicting criteria or
the human aggregation behaviour.
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In order to formalize the notion of deduction relation in probability logic,
we introduce a system LKprob(ε) for some fixed small real ε > 0, a gener-
alization of Gentzen’s sequent calculus for classical propositional logic LK,
where the probabilized sequents are of the form Γ `n ∆ meaning that ’the
probability of truthfulness of the sequent Γ ` ∆ is greater than or equal
to 1 − nε’ (see [3]). Our approach is based on two great ideas in logic –
Gentzen’s sequent calculus for classical propositional logic on one hand (see
[5]), and Suppes’ concept regarding propositions with high probabilities on
the other hand (see [10] and [11]).

For every connective, there are two types of logical rules in our system
(see [3]) – one introducing the connective in antecedent, and the other in
consequence, for example:

ΓAB `n ∆

ΓA ∧B `n ∆
(∧ `)

Γ `n A∆ Γ `m B∆

Γ `m+n A ∧B∆
(` ∧)

Also, there are structural rules, where we point out the cut rule:

Γ `n A∆ ΠA `m Λ

ΓΠ `m+n ∆Λ

and the additivity rule, which is characteristic for probability logics:

AB `0 `m A `n B
`m+n−k AB

where kε = 1.
Models for LKprob(ε) are defined as a mapping p : Seq → I ∩ [0, 1]

satisfying the following conditions:
(i) p(A ` A) = 1, for any formula A;
(ii) if p(AB `) = 1, then p(` AB) = p(` A) + p(` B), for any formulae A

and B;
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(iii) if sequents Γ ` ∆ and Π ` Λ are equivalent in LK, in sense that there
are proofs for both sequents

∧
Γ →

∨
∆ `

∧
Π →

∨
Λ and

∧
Π →

∨
Λ `∧

Γ→
∨

∆ in LK, then p(Γ ` ∆) = p(Π ` Λ),
where I = {1 − nε|n ∈ N} and Seq is the set of all sequents in LK. We say
that the sequent Γ `n ∆ is satisfied in a model p, i.e. |=p Γ `n ∆, if and only
if p(Γ ` ∆) ≥ 1− nε (see [2], [3], [4], [6], [7], [8] and [9]).

Our system is sound and complete with respect to the given models (see
[1], [2] and [3]).
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In this discussion we propose a new approach of recognition and classifica-
tion of music according to genres, based only on audio content of the signal.
Our previous work [?] showed that classification results achieved by Support
Vector Machine (SVM) [?] method using features proposed by Tzanetakis-
Cook [?] are in rank with already developed classifiers, but in a case of smaller
number of possible classification sets, and training vectors.

The main novelty of presented method is in different signal segmentation
based on the, most likely, changeable intrinsic rhythm of the music. Musical
rhythm can be perceived as a combination of strong and weak beats [?]. Beat
spectrum is a measure to automatically characterize rhythm and tempo of the
music. Highly repetitive music will have strong beat spectrum peaks at the
repetition times, therefore both tempo and the relative strength of particular
beats are revealed. A stronger beat usually corresponds to the first and third
quarter note and the weaker beat corresponds to the second and forth quarter
note in a measure, in case that musical tact value is 4/4. So, if the strong
beat constantly alternates with the weak beat, the inter-beat-interval (which
is the temporal difference between two successive beats) would correspond to
the temporal length of a quarter note in music theory terms.

After the autocorrelation of the signal, the beat-tracking system can recog-
nize the hierarchical beat structure comprising the quarter-note level (almost
regularly spaced beat times and 4/4 musical tact), the half-note level (2/4
musical tact). If neither is recognized in first iteration, the algorithm will
move further through signal and after three more iterations, musical tact will
either be recognized as one of mentioned above, or else be declared as 3/4
tact.
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As for the issue of feature selection, four new features are added to the
nine already existing in [?], represented as mean and variance for both max-
imal and minimal beat energy values for every frame. The purpose of signal
segmentation according to intrinsic rhythm is to eliminate or to reduce the
influence of signal parts with insufficient musical content, pauses and atypical
rhythmic structure on the classification process.

Classification method for presented research compared to the previous one
[?] has two main differences:

1. The non-linear SVM classifier is used. If we are given a set of training
data (x1, x2, . . . , xn) and their class labels (y1, y2, . . . , yn), where xi ∈
Rn and yi ∈ −1,+1, to construct a non-linear SVM classifier inner
product < x, y > is replaced by a polynomial kernel function of degree
d K(x, y) = (< x, y > +1)d

2. Two additional classification genres: Rock-60-80s and Jazz, with total
of five classification sets.

The results are presented in table , and can be compared with other clas-
sifiers that operate with similar problem [?, ?, ?, ?].

Future work will include unsupervised machine learning experiment, by
using hidden Markov models. In the first step, segmentation based on music
intrinsic rhythmic structure will be performed, and features extracted. Then,
based on these features, hidden Markov model will be trained for every music
piece. In the second step, a distance matrix will be constructed from the
distances between every pair of music pieces (hidden Markov models) and
clustering to make desired clusters will be performed. The mel-frequency
cepstrum has proven to be highly effective in automatic speech recognition
and in modeling the subjective pitch and frequency content of audio signals
[?, ?], so signal cepstral analysis could also be included in future work.

N Classical Dance Metal Rock Jazz
Training Vectors 100 100 100 100 100
Test Vectors 80 80 80 80 80
Correct Hits 80 78 75 61 59
Misses 0 2 5 19 21
Classification Accuracy 1 0.98 0.94 0.76 0.74

Table 1: Music genre SVM classification results
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In the past, there was extensive work on defining the information measures
which generalize the Shannon entropy [6]. One of the first generalization was
given by Rényi [10], who proposed a parameterized entropy,

Rα =


−

n∑
k=1

pk ln(pk) for α = 1

1

1− α
ln

(
n∑
k=1

pαk

)
, for α > 0, α 6= 1.

which reduces to the Shannon entropy in the case α = 1. Recently, we in-
troduced and characterized new type of generalized entropy [4], which can be
given as a transformation of Rényi entropy

H(P ) = h(Rα(P )),

where h : R→ R is an increasing and continuous function such that h(0) = 0.
Beside Shannon and Rényi entropies, the generalized entropy covers the case
of Sharma-Mittal entropy [11], which is defined as SMα,q = hq (Rα(P )),
where

hq(x) =


x for q = 1

e(1−q)x − 1

1− q
, for q 6= 1.

Special cases of Sharma-Mittal are: Shannon entropy S(P ) = SM1,1(P ) [6],
Rényi entropy Rα = SM1,α(P ) [10], Tsallis entropy Tq(P ) = SMq,q(P ) [12]
and Gaussian entropy Gq(P ) = SMq,1(P ) [2].
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In this talk we derive generalized thermostatistics and thermodynamical
stability condition (TSC) for the generalized entropy defined in [4]. As an
instance, TSC for Sharma-Mittal entropy is derived. Thus, we unify and
generalize a lot of previous results for Shannon entropy [5], [1], Rényi and
Tsallis entropes [9], [13], [7], [14], Sharma-Mittal entropy [3] and Gausian
entropy [8].
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Algebraic structures are commonly used as a tool in treatments of various
processes. But their exactness reduces the opportunity of their application
in non-deterministic environment. On the other hand, probability theory
and fuzzy logic do not provide convenient means for expressing the result of
combining elements in order to produce new ones. Moreover, these theories
are not developed to ”measure” algebraic properties. Therefore, we propose
a new concept which relies both on universal algebra and probability theory.

We introduce probabilistic mappings, whose special case is the notion of
probabilistic algebra. Here we consider discrete sets with only one binary
operation, additionally including the “possibility” of obtaining one particular
element as a product, among all of the others. This leads to a structure that
we call probabilistic groupoid. “Ordinary” groupoids are just a special type
of probabilistic ones.

Let A and B be at most countable non-empty sets, and let DB be the set
of all probability distributions on B. Probabilistic mapping from A to B is a
mapping h : A→ DB .

Let A be a set, n ∈ N, and let An = {(a1, a2, . . . , an)|ai ∈ A, i =
1, 2, . . . , n} be the n-th power of A. Every probabilistic mapping from An

to A is a probabilistic (n-ary) operation on A. A pair (A,F ) of a set A
and a family F of probabilistic operations on A is called probabilistic alge-
bra. When F = {f } has one binary operation, then the probabilistic algebra
(A, f) is a probabilistic groupoid. Some basic properties of such structures
are considered in this paper.

32



Random coefficient bivariate INAR(1)
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Modelling time series of counts and predicting future events is an interest-
ing topic for many researchers. One of the main approaches in modelling time
series of counts is based on defining different autoregressive models where the
autocorrelation is modelled with thinning operators. When two time series
are dependent arises the need for introducing bivariate models. The aim of
the paper is to introduce a bivariate autoregressive model with random coeffi-
cients for nonnegative time series of counts. The model that we present here is
composed of two components: survival process and innovation process. The
dependence between two series is introduced through their innovation pro-
cesses. The survival part of the model is the autoregressive component which
has an influence on the modelled time series with some probability.

The general form of the bivariate autoregressive model with random coef-
ficients and dependent innovations is defined with the following equations

X1,t = U1,t ◦X1,t−1 + ε1,t (1)

X2,t = U2,t ◦X2,t−1 + ε2,t (2)

where

Ui,t :

(
αi 0
pi 1− pi

)
, i = 1, 2

and α1, α2 ∈ (0, 1), p1, p2 ∈ [0, 1]. Binomial thinning operator is defined as

αj ◦Xj,t =
∑Xj,t

i=1 Bji, where {Bji} are i.i.d. random variables with Bernoulli
distribution and parameter αj , j = 1, 2. The counting series that define
α1 ◦X1,t and α2 ◦X2,t are mutually independent. Random variables ε1,t and

∗Faculty of Civil Engineering and Architecture, University of Nǐs, Serbia e-mail: popovicpre-
drag@yahoo.com
†Faculty of Sciences and Mathematics, University of Nǐs, Serbia e-mail: miristic72@gmail.com
‡Faculty of Sciences and Mathematics, University of Nǐs, Serbia e-mail: anastic78@gmail.com
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ε2,t are dependent and have a joint bivariate distribution, but also indepen-
dent with respect to the counting series for all t ∈ N0. Also, random vector
(ε1,t, ε2,t) is independent from (X1,s, X2,s) for s < t.

We prove the existence of the model defined by equations (1) and (2).
The main statistical properties of the model are discussed. For the estimation
of parameters of the proposed model we consider method of moments and
conditional maximum likelihood method. The asymptotic distribution of the
obtained estimates is proved.

We present two special cases of the model, one where the innovation pro-
cess is generated by bivariate Poisson distribution and the other where the
innovation process is generated with bivariate negative binomial distribution.
Practical aspect of these models are considered on real data.
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Mathematical Institute of the Serbian Academy of Sciences and Arts

goca@mi.sanu.ac.rs

Sanvila Rašković
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When modern information technologies appeared the first ideas about
their possible application for the support in medical decision making appeared
as well. In medicine, different from many other areas, a great deal of rela-
tively well systematized and homogeneous medical knowledge is implicitly
contained in patients’ illness history. That gives the possibility for the medi-
cal experts to formulate the frame for their knowledge and that the systems
based on the effective strategies of reasoning produce useful knowledge from
such formulated frames and appropriate patients illness histories.

The integrated information systems in medicine and the standardized data
bases about the patients give the possibilities for the development of new
systems’ generations for the support in the clinical decision making which
would be available to the users of such integrated systems. The systematic
illnesses of the connective tissue are manifested by expressive heterogeneity,
both clinical and laboratory parameters (manifestations).

Metric learning has become a popular issue in many learning tasks and can
be applied in a wide variety of settings, since many learning problems involve
a definite notion of distance or similarity (Agrawal et al., 1993.). A metric
or distance function is a function which defines a distance between elements
of a set (Li et al., 2004 and Vitanyi, 2005). A set with a metric is called
a metric space. In many data retrieval and data mining applications, such
as clustering, measuring similarity between objects has become an important
part.

In this paper presented a proposal for extended hamming distances. The
advantage of the proposed distance is what can calculate the distance between
two patients with incomplete by data.

The support system enables that clinical doctors compare and find similar
patients quickly and objectively according to the given clinical and labora-
tory parameters which are necessary for the diagnostics and therapy of each
patient. By finding the pairs of patients on the basis of the least distance (in
the context of the expanded hamming distance) we have the possibility:

- To compare the therapy approach for each of them.
- To follow the clinical illness course, if in further following, the clinical

course of the two nearest patients will be even more similar (by bringing closer
to the same or by moving away the distance).

- By throwing in the newly diagnosed patients into the system base with
already existing patients, there is a possibility of determining the distance of
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a new patient in relation to the existing, which make it easier for the clinical
doctors to make decision about further diagnostic and therapy procedures.

- By bringing into the base of the suspect cases (without enough criteria
for establishing the diagnosis SLE), with establishing the immediate distance,
as well as the eventual possible occurrence of new parameters in the time
course, the final diagnosis is made more easily.

- The system can be applied to other clinical branches of medicine (intern,
pediatrics, infective, dermatology, neurology).

- The system is flexible, it can find similar patients according to the given
parameters, either individually (for example, the level of proteinuria, the num-
ber of thrombocytes) or by combinations of more parameters (such as dcDNA,
the proteinuria level, the consumption C3 and C4 complement components)
for the purpose of everyday clinical work.
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Abstract

Distance is a very useful concept in science and mathematically is
expressed by metric. To present physical distance it is used Euclidean
metric or its generalization in the form of the Riemannian metric. How-
ever, there are systems whose elements are hierarchically ordered. In a
hierarchical system it may be even more important to know nearness
between its elements which is not related to their physical distance but
to some other characteristics, in particular to some information. We
show that some information characteristics of hierarchical systems can
be described by ultrametric distance. As an illustrative example of hi-
erarchical system with ultrametrics we present set of 64 codons in the
genetic code. Ultrametric (also called non-Archimedean metric) is a
metric with strong triangle inequality (ultrametric inequality), i.e.

d(x, y) ≤ max{d(x, z), d(y, z)}. (1)

Ultrametric spaces have some unusual properties: all triangles are isosce-
les, there is no partial intersection of balls, any point of a ball can be
considered as its center, and so on.

Example 1. As an example of ultrametric space one can take set of
125 three-digit 5-adic numbers, i.e.

a0 + a1 5 + a2 52 ≡ a0a1a2 , ai ∈ {0, 1, 2, 3, 4}.

5-Adic distance between any two different above 5-adic numbers a =
a0a1a2 and b = b0b1b2 may have one of three possible values: (i)
d5(a, b) = 1 if a0 6= b0, (ii) d5(a, b) = 1/5 if a0 = b0, a1 6= b1, and
(iii) d5(a, b) = 1/25 if a0 = b0, a1 = b1, a2 6= b2. One can easily check
that inequality (1) is satisfied. It is not difficult to generalize this 5-
adic example to any p-adic case with n digits. Then there will be pn

elements, which are non-negative integers.
Example 2. Moreover, one can take mn strings a1a2...an of the

length n, where components ai should not be numbers, but some other
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entities in m different states (m ≥ 2). Here ultrametric distance be-
tween two different elements a = a1a2...an and b = b1b2...bn can be
introduced as follows: d(a, b) = n − k + 1 if a1 = b1, a2 = b2, ..., ak 6=
bk, 1 ≤ k ≤ n.

Example 3. Codons are ordered triplets a0a1a2 of four nucleotides
(U, A, C, G). Hence, there are 43 = 64 codons. The corresponding
connection between codons and 5-adic numbers in Example 1 can be
introduced by suitable identification of nucleotides and digits, namely:
U = 1, A = 2, C = 3, G = 4. At Table is presented the genetic code
of vertebrate mitochondria and codons in quadruplets are at the short-
est 5-adic distance. Taking 2-adic distance within quadruplets, they
separate into two doublets. It is worth noting that just these codon
doublets are directly related to amino acids [1–3]. Codon quadruplets
can be also obtained according Example 2, where m = 4 and n = 3.

From Example 3 one can conclude that ultrametric distance is ap-
propriate to describe information content of codons – two codons code
the same amino acid when their ultrametric distance is the shortest
one. There are also other examples of hierarchical systems, where ul-
trametrics is appropriate to describe nearness which is related to some
information properties.

111 UUU Phe 211 AUU Ile 311 CUU Leu 411 GUU Val
112 UUA Leu 212 AUA Met 312 CUA Leu 412 GUA Val
113 UUC Phe 213 AUC Ile 313 CUC Leu 413 GUC Val
114 UUG Leu 214 AUG Met 314 CUG Leu 414 GUG Val
121 UAU Tyr 221 AAU Asn 321 CAU His 421 GAU Asp
122 UAA Ter 222 AAA Lys 322 CAA Gln 422 GAA Glu
123 UAC Tyr 223 AAC Asn 323 CAC His 423 GAC Asp
124 UAG Ter 224 AAG Lys 324 CAG Gln 424 GAG Glu
131 UCU Ser 231 ACU Thr 331 CCU Pro 431 GCU Ala
132 UCA Ser 232 ACA Thr 332 CCA Pro 432 GCA Ala
133 UCC Ser 233 ACC Thr 333 CCC Pro 433 GCC Ala
134 UCG Ser 234 ACG Thr 334 CCG Pro 434 GCG Ala
141 UGU Cys 241 AGU Ser 341 CGU Arg 441 GGU Gly
142 UGA Trp 242 AGA Ter 342 CGA Arg 442 GGA Gly
143 UGC Cys 243 AGC Ser 343 CGC Arg 443 GGC Gly
144 UGG Trp 244 AGG Ter 344 CGG Arg 444 GGG Gly

Table. The vertebrate mitochondrial genetic code.
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We examine similarities and differences between probability as mathemat-
ical theory (Kolmogorov etc.) and probability as logic (Laplace, Boole, etc.) -
from historical and factual viewpoint. Special emphasis will be on the laws of
large numbers (weak and strong) and countable and uncountable probabilities
(in the sense of Borel).
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