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Amazing success has been attained by artificial intelligences that resort to data inten-
sive machine learning, for instance in natural language processing and in recommen-
dation systems. Can we build an artificial intelligence endowed with full logical and
commonsense reasoning just out of pattern extraction from ever increasing datasets?
Possibly. But it seems reasonable to assume that tasks at higher abstraction levels
demand at least bits of knowledge representation mixed with machine learning. In any
event, several questions must be answered before we can have knowledge-enhanced
machine learning at our fingertips.

How can we bring theoretical insights and practical tools from knowledge repre-
sentation into machine learning tasks? Where is it worthwhile to add the power (and the
cost) of knowledge representation to available datasets? How to evaluate the resulting
combination of formalisms? This invited talk discusses these questions, necessarily
focusing on a small subset of possible answers. Overall we emphasize the knowledge
representation aspects of knowledge-enhanced machine learning, optimistically
assuming that optimization and estimation methods will be available whenever needed.

We start by examining languages that combine logical formulas/rules with prob-
abilities, as such languages must be key tools in our intended mix. The combination of
logic and probability has an old and rich history; connections have been rediscovered
more than once in artificial intelligence research [7]. In particular, during the past two
decades there has been steady interest in languages that mix probabilistic graphical
models, such as Bayesian networks, and relational logic [4]. Another line of research
under investigation for more than twenty years has focused on probabilistic logic
programming [10]. There are now solid techniques, often imported from finite model
theory, that support us in studying these languages; results discussed in the talk are
extracted from Refs. [1–3]. We compare the various languages, arguing that several
ideas behind probabilistic logic programming are particularly valuable.

However, given the often “unreasonable” effectiveness of data in producing
ostensibly intelligent behavior [6], it seems that we should not try to force knowledge
representation into any machine learning task. Rather, we should carefully look for
those tasks where knowledge-enhanced techniques will really make a difference. In this
talk we discuss the task of explaining a link prediction in a knowledge base. In such a
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task we do have knowledge, and the state of art methods resort to embeddings that are
very difficult to interpret (that is, all entities and relations are mapped into vectors, and
relationships are then expressed by relatively simple mathematical operations such as
addition) [9]. The difficulty with embeddings is that decisions depend on numerical
values that are apparently disconnected from semantic meaning. We discuss how
explanations for link predictions can be extracted from embeddings, explanations that
for instance resort to Horn clauses and similar formalisms [5, 11].

But even explanations can be learned from data: one can learn how to explain the
behavior of another learner… and so on. Thus one might just argue that we can keep
improving our pattern extraction methods so that they learn both to decide and to
explain decisions, leaving aside any need for knowledge representation. To investigate
the limits of knowledge-free learning, we propose a test inspired by the Winograd
challenge [8] that can exercise the connection between commonsense reasoning and
data intensive language processing. We suggest that such a Winograd Explaining
Challenge, where the goal is to explain the answer to a Winograd scheme, can help
focus our attention on problems that can only be solved by a mix of machine learning
and commonsense reasoning. We discuss how we might go about facing such a test,
and which research directions it opens.
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