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1. Introduction

A fairly wide range of important functions in applied sciences (which are popularly known as special functions) are defined via improper integrals or infinite series (or infinite products). During last four decades or so, several special functions (such as the gamma and beta functions, the Gauss hypergeometric function, and so on) becomes essential tools for scientists and engineers due to their applications in mathematical physics, probability theory and other areas. The above-mentioned applications have largely motivated their extensions and generalizations.

In the present paper, we consider the following special function and its related functions.

\textbf{Definition 1.1}. The extended beta function $B_{b; \rho, \lambda}(x, y; a, b)_{p, q; k}$ with Re$(b) > 0$ is defined by

$$B_{b; \rho, \lambda}(x, y; a, b) = \int_0^1 t^{x-1}(1-t)^{y-1}F_1\left(x; \beta; \frac{b}{t^\rho(1-t)\lambda}\right)dt,$$

where $\rho > 0, \lambda > 0, \min\{\text{Re}(x), \text{Re}(\beta)\} > 0, \text{Re}(x) > -\text{Re}(\rho x), \text{Re}(y) > -\text{Re}(\rho y)$. When $b = 0$, (1) reduces to the ordinary beta function $B(x, y; a, b)$ (min$\{\text{Re}(x), \text{Re}(y)\} > 0$).

Special cases of (1) are given below.

- When $\rho = \lambda = 1$, the function (1) becomes the one that has been discussed in [30].
- For $x = \beta$, we get

$$B_{b; \rho, \lambda}(x, y; a, b) := B_{b; \rho, \lambda}(x, y; a, b)_{p, q; k} = \int_0^1 t^{x-1}(1-t)^{y-1} \exp\left(-\frac{b}{t^\rho(1-t)^\lambda}\right)dt.$$
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The case when $\rho = \lambda = m > 0$ has been studied in [20].

- For $\rho = \lambda = 1$ and $x = \beta$, we get

$$B_b(x, y) := B^{(x, y)}_{\beta, 1}(x, y) = \int_0^1 t^{x-1}(1-t)^{y-1} \exp \left( -\frac{b}{t(1-t)} \right) \, dt,$$

which has been considered in [9,23]. A complete description of (3) can be found in [8].

With the help of these new beta functions many extended hypergeometric functions (including multivariate cases) have been created and considered (For univariate cases, see [10,24,26,30]; for multivariate cases, see [29,33]). Their applications on fractional calculus and statistics are also given in [1,5,24]. In this paper, we focus on the following two definitions. For convenience, we shall always use the notation:

$$\tilde{B}^{(x, y)}_{b, p, q}(x + n, y) := \frac{B^{(x, y)}_{b, p, q}(x + n, y)}{B(x, y)}.$$  

**Definition 1.2.** The extended Gauss hypergeometric function is defined by

$$\quad _2F_1^{(x, y)}(\begin{array}{c} x_1, x_2 \\ y_1 
\end{array}; z; b) = \sum_{n=0}^\infty (x_1)_n \tilde{B}^{(x, y)}_{b, p, q}(x_2 + n, y_1 - x_2) \frac{z^n}{n!},$$

$$\quad (p \geq 0, q \geq 0; \min \{\text{Re}(x), \text{Re}(y)\} > 0; \text{Re}(y_1) > \text{Re}(x_2) > 0, |z| < 1).$$

Generally, we can define the following extended generalized hypergeometric function. In fact, function of this type has been introduced and studied in [26].

**Definition 1.3.** The extended generalized hypergeometric function is defined by

$$
_pF_q^{(x, y)}(\begin{array}{c} x_1, \ldots, x_p \\ y_1, \ldots, y_q 
\end{array}; z; b) = \sum_{n=0}^\infty \Pi(n|p, q) \frac{z^n}{n!},$$

where $p \geq 0, q \geq 0, \min \{\text{Re}(x), \text{Re}(y)\} > 0$, and its coefficient is determined by

$$\Pi(n|p, q) = \left\{ \begin{array}{ll}
(x_1)_n \prod_{j=1}^p \tilde{B}^{(x, y)}_{b, p, q}(x_{j+1} + n, y_j - x_{j+1}), & (p = q + 1; \text{Re}(y_j) > \text{Re}(x_{j+1}) > 0, |z| < 1), \\
\prod_{j=1}^p \tilde{B}^{(x, y)}_{b, p, q}(x_j + n, y_j - x_j), & (p = q; \text{Re}(y_j) > \text{Re}(x_j) > 0, z \in \mathbb{C}), \\
\prod_{j=1}^r \frac{1}{(y_{1-j})} \prod_{j=1}^p \tilde{B}^{(x, y)}_{b, p, q}(x_j + n, y_{1-j} - x_j), & (r = q - p, p < q; \text{Re}(y_{1-j}) > \text{Re}(x_j) > 0, z \in \mathbb{C}).
\end{array} \right.$$

When the variable $b$ vanishes, function (6) reduces to the ordinary generalized hypergeometric function defined by

$$
p_F^{(x, y)}(\begin{array}{c} x_1, \ldots, x_p \\ y_1, \ldots, y_q 
\end{array}; z) = \sum_{n=0}^\infty (x_1)_n \cdots (x_p)_n \frac{z^n}{n!},$$

where $(x)_n$ denotes the Pochhammer symbol defined, in terms of the familiar gamma function, by

$$(x)_n = \frac{\Gamma(x + n)}{\Gamma(x)} = \left\{ \begin{array}{ll}
1 & (n = 0; x \in \mathbb{C} \setminus \{0\}) \\
x(x + 1) \cdots (x + n - 1) & (n \in \mathbb{N}; x \in \mathbb{C}).
\end{array} \right.$$

For conditions of convergence and other related details of this function, see [4,17,27].

We also need some other special functions such as Meijer’s G-function, Fox’s H-function and the Fox–Wright function, etc. Their definitions will be given in the corresponding sections.

**Definition 1.4** [31]. Let $f(z) := \sum_{n=0}^\infty a_n z^n$ and $g(z) := \sum_{n=0}^\infty b_n z^n$ be two power series whose radius of convergence are denoted by $R_f$ and $R_g$, respectively. Then their Hadamard product is the power series defined by

$$(f \ast g)(z) := \sum_{n=0}^\infty a_n b_n z^n.$$  

The radius of convergence $R$ of the Hadamard product series $(f \ast g)(z)$ satisfies $R_f \cdot R_g \leq R$.

If, in particular, one of the power series defines an entire function, then the Hadamard product series defines an entire function, too.
The concept of the Hadamard product is very useful in our investigation. It can help us decompose a newly-emerged function into two known functions. Let us consider the function $pF_p^{(x,y,z)}(z, b)$. Its decomposition is illustrative. That is

\[ pF_p^{(x,y,z)}(z, b) = _1F_1 \left( \frac{\sum_{i=1}^{p} \frac{1}{y_i} \beta_i}{p}; \frac{\sum_{i=1}^{p} \frac{1}{y_i} \alpha_i}{p}; z \right) \]

This paper is organized as follows. Section 2 establishes several new properties of the extended beta functions with different parameters, in particular some connections with the Laguee polynomial and Fox’s $H$-function are found. In Section 3, we first prove a very general Mellin–Barnes type contour integral representation for the extended generalized hypergeometric function, and then derive a few important results such as the extended Gauss summation formula, extended Kummer’s first transformation and extended Nörlund’s expansion etc. In Section 4, results depending on some new extended fractional integral operators are obtained. With the help of the extended Riemann–Liouville fractional integral, a decompositional formula of the extended generalized hypergeometric function is formulated. Further, several Kober type fractional integral operators are also considered.

2. New results of the extended beta functions

In this section, we present various properties for the extended beta function $B_{b_p}(x, y)$ defined by (1) and discuss their (some) connections with the hypergeometric functions, Laguerre polynomials and Fox’s $H$-function.

**Theorem 2.1.** The function defined by integral (1) exists under the conditions

\[ \rho \geq 0, \lambda \geq 0, \min \{\Re(\beta), \Re(z)\} > 0, \Re(b) > 0 \]

and

\[ \Re(x) > -\Re(bz), \quad \Re(y) > -\Re(i\lambda). \]

Further, if $\lambda = \beta$, the integral also exists when $x, y \in \mathbb{C}$. If $b = 0$, the conditions of existence becomes $\min \{\Re(x), \Re(y)\} > 0$.

**Proof.** For convenience, we write $\Xi(t) := \frac{b}{t \Gamma(1-t)} (\Re(b) > 0)$. Observe that

- if $\rho > 0$ and $\lambda > 0$, then $\Xi(t) \to \infty$ as $t \to 0$ (or $t \to 1$);
- if $\rho > 0$ and $\lambda = 0$, then $\Xi(t) \to \infty$ as $t \to 0$, and $\Xi(t) \to b$ as $t \to 1$;
- if $\lambda > 0$ and $\rho = 0$, then $\Xi(t) \to \infty$ as $t \to 1$, and $\Xi(t) \to b$ as $t \to 0$.

We only need to consider the first case, and the other cases can be easily included. Let $s_1$ ($s_1 > 0$) and $s_2$ ($s_2 < 1$) be the numbers such that, for any $t \in [s_1, s_2]$ and $b$ fixed, the following inequality

\[ |\Xi(t)| \leq T < \infty \]

holds, where $T$ is a positive number. Then, we rewrite integral (1) as

\[ B_{b_p}(x, y) = \int_{t_0}^{t_1} \int_{s_1}^{s_2} e^{-t} (1-t)^{y-1} \, dt \]

Since the asymptotic behavior of confluent hypergeometric function $\Gamma(\beta) (\Re(x) \to \infty)$ is given by (see [12, p. 278])

\[ \Gamma(\beta) \Gamma(\beta - x) (-x)^{-x} \left[ 1 + O(|x|^{-1}) \right], \quad \Re(x) \to \infty, \]

it is easy to find that

\[ |J_1| \leq K \int_{t_0}^{t_1} t^{Re(x)-1} (1-t)^{Re(y)-1} |\Xi(t)|^{-Re(x)} e^{Re(x)} |\Xi(t)|^{Re(x)} \, dt \]

\[ = \frac{K}{|b|^{Re(x)}} \int_{t_0}^{t_1} t^{Re(x)-1} (1-t)^{Re(y)-1} \, dt \]

\[ = \frac{K}{|b|^{Re(x)}} \int_{0}^{1} (1-t)^{Re(y)-1} Re(x) \, dt \]

\[ \leq \frac{K}{|b|^{Re(x)}} B(Re(x) + Re(bz), Re(y) + Re(i\lambda)) \]
(K, K_1 > 0, \ Re(x) + Re(\rho x) > 0, \ Re(y) + Re(i\rho x) > 0).

The boundedness of integral \( I_1 \) can be obtained in the same manner.

Now, we estimate the integral \( I_2 \). By the continuity of \( I_1(x; \beta; z) \) we have
\[
|I_1(x; \beta; -\Xi(t))| \leq M, \quad t \in [s_1, s_2].
\]

Then, by writing
\[
N := \max_{t \in [s_1, s_2]}|t^{\Re(y)-1}(1-t)^{\Re(y)-1}|,
\]
we get
\[
|I_2| \leq M s_2 \int_{s_1}^{s_2} t^{\Re(y)-1}(1-t)^{\Re(y)-1} dt \leq MN(s_2 - s_1).
\]

This completes the proof. \( \square \)

**Remark 2.2.** From the proof of Theorem 2.1, it is clear that there always exists a positive number \( C \) such that
\[
|B_{b,p,i}(x, y)| \leq CB(x, y),
\]
if \( \min\{\Re(x), \Re(y)\} > 0 \). Thus in most cases our extended definitions share most of the properties of the classical ones.

### 2.1. Relations between the extended beta functions and hypergeometric functions

We begin with the following theorem, which establishes a very useful integral representation of \( B_{b,p,i}(x, y) \).

**Theorem 2.3.** The following integral expression holds true:
\[
B_{b,p,i}(x, y) = \frac{\Gamma(\beta)}{\Gamma(\alpha)\Gamma(\min(\beta - \alpha, 1))} \int_0^1 s^{\alpha-1}(1-s)^{\beta-1-\alpha} B_{b,p,i}(x, y) ds,
\]
(\( \rho \geq 0, \lambda \geq 0, \ \Re(\beta) > \Re(x) > 0, \ \Re(b) > 0 \)),

where the function \( B_{b,p,i}(x, y) \) is defined by (2).

**Proof.** By using the integral representation of (1) and the Euler integral representation of confluent hypergeometric function [13, p. 126, Theorem 7.1], we have
\[
B_{b,p,i}(x, y) = \frac{\Gamma(\beta)}{\Gamma(\alpha)\Gamma(\min(\beta - \alpha, 1))} \int_0^1 s^{\alpha-1}(1-s)^{\beta-1-\alpha} F_1(x; \beta; -\Xi(t)) dt
\]
\[
= \frac{\Gamma(\beta)}{\Gamma(\alpha)\Gamma(\min(\beta - \alpha, 1))} \int_0^1 \left[ \int_0^1 s^{\alpha-1}(1-s)^{\beta-1-\alpha} e^{-p\Xi(t)} ds \right] dt
\]
\[
= \frac{\Gamma(\beta)}{\Gamma(\alpha)\Gamma(\min(\beta - \alpha, 1))} \int_0^1 s^{\alpha-1}(1-s)^{\beta-1-\alpha} F_{b,p,i}(x, y) ds.
\]
This completes the proof. \( \square \)

Setting \( \rho = \lambda = 1 \) in (7) gets
\[
B_{1,1}(x, y) = \frac{\Gamma(\beta)}{\Gamma(\alpha)\Gamma(\beta - \alpha)} \int_0^1 s^{\alpha-1}(1-s)^{\beta-1-\alpha} B_{b}(x, y) ds,
\]
(8)
which contains a simpler integrand. Since the generalized beta function \( B_{b}(x, y) \) have the following expansion (see [23, pp. 24–25], see also [8, pp. 234–235]):
\[
B_{b}(x, y) = \sqrt{\pi} 2^{1-x-y} \frac{\Gamma(x)\Gamma(y)}{\Gamma(1-x/2)\Gamma(1-y/2)} \sum_{k=0}^{\infty} 2^{-x-y} \frac{x+y}{1-x, 1-y} \frac{x+y}{2} F_2 \left[ \frac{2-x-y, 1-y-x}{2}, 1-x, 1-y : -b \right]
\]
\[
+ \sqrt{\pi} 2^{1-x-y} \frac{\Gamma(-x)\Gamma(y-x)}{\Gamma(-1/2)\Gamma(1/2)} \sum_{k=0}^{\infty} 2^{-x-y} \frac{x+y}{1+x, 1+x-y} \frac{x+y}{2} F_2 \left[ \frac{2-x-y, 1-y-x}{2}, 1+y, 1+y-x : -b \right]
\]
\[
+ \sqrt{\pi} 2^{1-x-y} \frac{\Gamma(-y)\Gamma(x-y)}{\Gamma(-y/2)\Gamma(1+y/2)} \sum_{k=0}^{\infty} 2^{-x-y} \frac{x+y}{1+y, 1+y-x} \frac{x+y}{2} F_2 \left[ \frac{2-x-y, 1+y-x}{2}, 1+y, 1+y-x : -b \right],
\]
we can substitute this into (8) and integrate out \( s \) to get the following result.
Corollary 2.4. The following hypergeometric series expression holds true:

\[
\begin{align*}
E_{b, l, 1}(x, y) &= \sqrt{\pi}2^{1-x-y} \frac{\Gamma(x)\Gamma(y)}{\Gamma(l \pi)} \mathbf{F}_3 \left[ \begin{array}{c} \frac{1-x-y}{2} \frac{1-x-y}{2}, \frac{x}{1-x-y} \\ 1 - x, 1 - y, 1 - b \end{array} ; 4b \right] \\
&\quad + \sqrt{\pi}2^{1-x-y} \frac{\Gamma(b)\Gamma(x + l)\Gamma(-x)\Gamma(y - x)\Gamma(b + x)}{\Gamma(l \pi)\Gamma(\beta + x)} \mathbf{F}_3 \left[ \begin{array}{c} \frac{1-x-y}{2} \frac{1-x-y}{2}, \frac{x}{1-x-y} \frac{1}{2}, 1 + x, 1 + y, \beta + y \\ 1 + x, 1 + y, 1 - x, 1 - y, y + 4b \end{array} ; 4b \right] \\
&\quad + \sqrt{\pi}2^{1-x-y} \frac{\Gamma(b)\Gamma(x + l)\Gamma(-y)\Gamma(x - y)\Gamma(b + y)}{\Gamma(l \pi)\Gamma(\beta + y)} \mathbf{F}_3 \left[ \begin{array}{c} \frac{1-x-y}{2} \frac{1-x-y}{2}, \frac{x}{1-x-y} \frac{1}{2}, 1 + x, 1 + y, \beta + x \\ 1 + x, 1 + y, 1 - x, 1 - y, y + 4b \end{array} ; 4b \right],
\end{align*}
\]

where \( \min(\text{Re}(x), \text{Re}(y), \text{Re}(\alpha), \text{Re}(\beta), \text{Re}(b)) > 0 \) and no two members of \( \{0, x, y\} \) differ by an integer.

Corollary 2.5. If \( b, \rho, \lambda > 0, \min(\text{Re}(x), \text{Re}(y)) > 0, \text{Re}(\beta) > \text{Re}(x) > 0 \), then we have the following inequality

\[
\left| B_{p, l, 1}(x, y) \right| \leq \Omega_{p, l, 1}(b) B(\text{Re}(x), \text{Re}(y)),
\]

where, and in what follows, \( \Upsilon(\rho, \lambda) := \frac{\rho^{1/2} \lambda^{1/2}}{\rho \lambda} \) and

\[
\Omega_{p, l, 1}(b) := \frac{\Gamma(\text{Re}(x)) \Gamma(\text{Re}(\beta) - \text{Re}(x))}{\Gamma(\beta)} \frac{\Gamma(\text{Re}(\beta)) \Gamma(\text{Re}(\beta) - \text{Re}(x))}{\Gamma(\beta)}.
\]

Proof. Since the function \( \Xi(t) \) attains its minimum at \( t = \rho/(\rho + \lambda) \), we get

\[
\left[ B_{p, l, 1}(x, y) \right] \leq \int_0^1 t^{\text{Re}(x) - 1} (1 - t)^{\text{Re}(y) - 1} \exp(-\Upsilon(\rho, \lambda) b) B(\text{Re}(x), \text{Re}(y)).
\]

By using (7) and (10) together we find that

\[
\left| E_{b, l, 1}(x, y) \right| \leq \frac{\Gamma(\beta)}{\Gamma(\beta - x)} \int_0^1 s^{\text{Re}(x) - 1} (1 - s)^{\text{Re}(\beta) - 1} |B_{p, l, 1}(x, y)| ds \\
\leq \frac{\Gamma(\text{Re}(x)) \Gamma(\text{Re}(\beta))}{\Gamma(\beta)} \int_0^1 s^{\text{Re}(x) - 1} (1 - s)^{\text{Re}(\beta) - 1} \exp(-\Upsilon(\rho, \lambda) b) ds \\
= \frac{\Gamma(\text{Re}(x)) \Gamma(\text{Re}(\beta) - \text{Re}(x))}{\Gamma(\beta)} B(\text{Re}(x), \text{Re}(y)). \quad \Box
\]

Remark 2.6. If we set \( \rho = \lambda = x = \beta = 1 \) and \( x, y, b > 0 \), inequality (10) reduces to

\[
B_b(x, y) \leq e^{-4b} B(x, y),
\]

which has been proved in [8, p. 224, Theorem 5.5].

When all parameters in inequality (9) become real, it gives

\[
E_{b, l, 1}(x, y) \leq \Omega_{p, l, 1}(b) B(x, y) \Rightarrow \hat{E}_{b, l, 1}(x + n, y) \leq \Omega_{p, l, 1}(b) \frac{(x)_n}{(x + y)_n},
\]

where \( \hat{E}_{b, l, 1}(x + n, y) \) is defined by (4) and

\[
\Omega_{p, l, 1}(b) = \frac{\Gamma(\beta)}{\Gamma(\beta - n)} \frac{\Gamma(\text{Re}(x)) \Gamma(\text{Re}(\beta) - \text{Re}(x))}{\Gamma(\beta)} B(\text{Re}(x), \text{Re}(y)).
\]

Applying this inequality to (6) we have the following.

Corollary 2.7. If \( b, \rho, \lambda > 0, x, \beta > 0, x_i, y_j > 0 \ (i = 1, \ldots, p; j = 1, \ldots, q) \) and \( x_i, y_j \) also satisfy the conditions given in Definition 1.3, we have

\[
pF_q \left[ \begin{array}{c} x_1, \ldots, x_p \\ y_1, \ldots, y_q \end{array} ; z ; b \right] \leq \left[ \Omega_{p, l, 1}(b) \right]^q pF_q \left[ \begin{array}{c} x_1, \ldots, x_p \\ y_1, \ldots, y_q \end{array} ; z \right], \quad p = q; \ p = q + 1;
\]

\[
pF_q \left[ \begin{array}{c} x_1, \ldots, x_p \\ y_1, \ldots, y_q \end{array} ; z \right] \leq \left[ \Omega_{p, l, 1}(b) \right]^q pF_q \left[ \begin{array}{c} x_1, \ldots, x_p \\ y_1, \ldots, y_q \end{array} ; z \right], \quad p < q.
\]
2.2. Relations between the extended beta functions and Laguerre polynomials

Some nice representations of the extended beta function $B_b(x, y)$ in terms of the Laguerre polynomials have been established in [8,23]. Recently, the same method has also been used to find some useful series representation of the extended Mittag-Leffler function [28]. The following theorems focus on the connections between the extended beta function $B_{b, \rho, \lambda}(x, y)$ and the Laguerre polynomials $L_n(x)$ defined by the generating function [3, p. 176, Eq. (5.33)]

$$ (1 - u)^{-1} \exp \left( \frac{xu}{1 - u} \right) = \sum_{n=0}^{\infty} L_n(x)u^n, \quad |u| < 1, \ 0 \leq x < \infty. \quad (11) $$

**Theorem 2.8.** The extended beta function defined by (2) possesses the following series expression

$$ B_{b, \rho, \lambda}(x, y) = e^{-b} \sum_{n=0}^{\infty} L_n(b) S_n(1) \quad (\rho \geq 0, \ \lambda \geq 0, \ b \geq 0; \ \Re(x) > -\rho, \ \Re(y) > -\lambda), \quad (12) $$

where $S_n(1)$ is a polynomial defined by

$$ S_n(1) = \sum_{m=0}^{n} \frac{(-n)_m}{m!} \frac{\Gamma(x + (m + 1)\rho) \Gamma(y + (m + 1)\lambda)}{\Gamma(x + y + (m + 1)(\rho + \lambda))} z^m. \quad (13) $$

For $\rho = M, \lambda = N (M, N \in \mathbb{N})$, it reduces to

$$ B_{b,M,N}(x, y) = B(x, y) \frac{(x)_M(y)_N}{(x+y)_{M+N}} e^{-b} \times \sum_{n=0}^{\infty} L_n(b) F_{M+N} \left[ \frac{-n. \Delta(M; x + M), \Delta(N; y + N)}{\Delta(M + N; x + y + M + N)} \frac{M^M N^N}{(M+N)^{M+N}} \right], \quad (14) $$

where, and in what follows, $\Delta(M; x)$ abbreviates the array of $M$ parameters

$$ x \cdot \frac{x+1}{M}, \ldots, \frac{x+M-1}{M}, \ M = 1, 2, \ldots $$

**Proof.** In order to prove the theorem we need a useful variant of (11), that is,

$$ e^{-b} = e^{-b} \sum_{n=0}^{\infty} L_n(b)(1-u)^n, \quad |u| < 1, \ 0 \leq b < \infty. \quad (15) $$

Observe that $0 \leq |t^\rho(1-t|^\lambda \leq \gamma^{-1}(\rho, \lambda) < 1. \forall t \in [0, 1]$. We can set $u = t^\rho(1-t)^\lambda$ in (15) to get

$$ e^{-b} = e^{-b} \sum_{n=0}^{\infty} L_n(b) \left[ 1 - t^\rho(1-t)^\lambda \right]^n $$

Then, by using definition (2) and interchanging the order of integration and summation, we may find that

$$ B_{b, \rho, \lambda}(x, y) = e^{-b} \sum_{n=0}^{\infty} L_n(b) \sum_{m=0}^{\infty} \frac{(-n)_m}{m!} t^{\rho m - 1} (1-t)^{\lambda m - 1} dt $$

which completes the proof of the first assertion.

The second assertion follows directly from the identity

$$ (a)_n = \left( \frac{a}{k} \right)_n \left( \frac{a+1}{k} \right)_n \ldots \left( \frac{a+k-1}{k} \right)_n k^n, \quad \square $$

Since the Laguerre polynomial $L_n(x)$ possesses the orthogonality property [14, p. 809]

$$ \int_{0}^{\infty} e^{-x} L_m(x) L_n(x) dx = \delta_{mn}, \quad (16) $$

we easily deduce the following integral identity.
Corollary 2.9. If \( m, M, N \in \mathbb{N} \) and \( \min \{ \text{Re}(x), \text{Re}(y) \} > 0 \), then the following integral identity

\[
\int_0^\infty L_m(b)B_{b,M,N}(x,y)\,db = B(x,y)^N \frac{(x+y)^{N+M+1}}{(x+y)^{M+N+1}} \sum_{m=1}^{M+N} \left[ -m, \Delta(M;x+M), \Delta(N;y+N) \right] \frac{M^M N^N}{(M+N)^{M+N}} \] (17)

holds true.

Remark 2.10. There is another way to derive this nice formula. Since the equation \([14, p. 809]\)

\[
\int_0^\infty e^{-\beta x} L_m(x)\,dx = \frac{(\beta - 1)^m}{\beta^{m+1}}, \quad \text{Re}(\beta) > 0
\]

holds, the integral on the left-hand side of (17) can be evaluated as

\[
\int_0^\infty L_m(b)B_{b,M,N}(x,y)\,db = \int_0^\infty L_m(b) \left[ \int_0^t t^{x-1} (1-t)^{y-1} \exp \left( -\frac{b}{t^{M}(1-t)^{N}} \right) dt \right] db
\]

\[
= \int_0^t t^{x-1} (1-t)^{y-1} \left[ \int_0^\infty L_m(b) \exp \left( -\frac{b}{t^{M}(1-t)^{N}} \right) db \right] dt
\]

\[
= \int_0^t \frac{e^{-Bx}}{t^{x-M-1}(1-t)^{y+N-1}} (1-t^{M}(1-t)^{N})^m dt,
\]

which, after a brief computation, is in fact the result (17). The justification of the interchange of the order of integration follows easily from the inequality \([27, p. 450, Eq. (18.14.8)]\):

\[
|L_m(b)| < e^{b/2} \quad (b \geq 0).
\]

It is also worth mentioning that we can consider (14) and (17) from another point of view. By a Laguerre series, we mean a series of the form (see \([3, p. 179, Theorem 5.2]\))

\[
f(b) = \sum_{m=0}^\infty c_m L_m(b), \quad 0 < b < \infty,
\]

where the expansion coefficients \(c_m\) is determined by

\[
c_m = \int_0^\infty e^{-b f(b)} L_m(b)\,db, \quad m = 0, 1, 2, \ldots
\]

(19)

If \(f\) is piecewise smooth in every finite interval \(b_1 \leq b \leq b_2, 0 < b_1 < b_2 < \infty\), and

\[
\int_0^\infty e^{-b^2 f^2(b)}\,db < \infty,
\]

then the Laguerre series (18) with coefficients determined by (19) converges pointwise to \(f(b)\) at every continuity point of \(f\). At points of discontinuity, the series converges to the average value \(\frac{1}{2} [f(x^+) + f(x^-)]\).

Now, we can set \(f(b) = e^{b} B_{b,M,N}(x,y)\). Then (17) gives the expression of \(c_m\). Substituting this \(c_m\) into the Laguerre series (18) we can find (14).

Applying (16) to equation ([8, p. 238, Theorem 5.13])

\[
B_b(x,y) = e^{-2b} \sum_{m,n=0}^\infty B(x+m+1,y+n+1)L_m(b)L_n(b), \quad \text{Re}(x) > -1, \quad \text{Re}(y) > -1,
\]

(20)

we can deduce the following theorem.

Theorem 2.11. Let \(\min \{\text{Re}(x), \text{Re}(y)\} > -1\). Then there holds the formula

\[
\int_0^\infty e^{b} B_b(x,y)\,db = B(x+1,y+1)_{3F_2} \left[ \frac{1}{T^2}, \frac{1}{x+y+1}, \frac{1}{x+y+1}, 1 \right]
\]

where function \(B_b(x,y)\) is defined by (3).

Proof. We multiply both sides of (20) by \(e^b\) and integrate out \(b\), then the orthogonality property (16) help us reduce the double series involving in the right-hand side of (20) to a single series.
There is also another way to prove (21) without using orthogonality. Express the extended beta function $B_b(x, y)$ in its integral representation, then we have
\[
\int_0^\infty e^b B_b(x, y) \, db = \int_0^\infty e^b \left[ \int_0^1 t^{x-1} (1-t)^{y-1} \exp \left( -\frac{b}{t(1-t)} \right) \, dt \right] \, db
\]
\[
= \int_0^1 t^{x-1} (1-t)^{y-1} \left[ \int_0^\infty e^b \exp \left( -\frac{b}{t(1-t)} \right) \, db \right] \, dt.
\]
It is straightforward to justify the interchange of the orders of integration. Write $f(t) := \frac{t}{t(1-t)} - 1$. Then $f(t)$ remains positive for all $t \in (0, 1)$. Exactly, $f(t) \geq 3, \forall t \in [0, 1]$. Thus, the inner integral is evaluated as
\[
\int_0^\infty e^{f(t)b} \, db = \frac{1}{f(t)} = \frac{t(1-t)}{1-t(1-t)}.
\]
Now,
\[
\int_0^\infty e^b B_b(x, y) \, db = \int_0^1 t^x (1-t)^y \frac{b}{t(1-t)} \, dt
\]
\[
= \sum_{k=0}^{\infty} (1)_k \frac{\Gamma(x+1+k)\Gamma(y+1+k)}{\Gamma(x+y+2+2k)}
\]
\[
= B(x+1, y+1) \sum_{k=0}^{\infty} \frac{(1)_k(y+1)_k(x+1)_k}{(x+y+2)_k k!}
\]
\[
= B(x+1, y+1) \sum_{k=0}^{\infty} \frac{(\frac{y}{2}+1)_k(x+1)_k(y+1)_k}{(\frac{y}{2}+1)_k k!}.
\]
The result follows from interpreting the final series as a generalized hypergeometric function. $\square$

Employing the same method we give the following statement.

**Theorem 2.12.** Let $\rho, \lambda > 0, \min(\Re(x), \Re(y)) > 0$. Then there holds the formula
\[
\int_0^\infty e^b B_{b, \rho, \lambda}(x, y) \, db = \Psi_1(1) \Gamma(x+\rho, \lambda) \Gamma(y+\rho, \lambda)
\]
where $\Psi_1(z)$ is the Fox–Wright function defined by (see [17, pp. 56–58])
\[
\Psi_1(z) = \Psi_1 \left[ \begin{array}{c} (a_i, x_i)_{1:p} \\ (b_j, \beta_j)_{0:q} \end{array} \right] := \sum_{k=0}^{\infty} \frac{\prod_{i=1}^{p} \Gamma(a_i + x_i k) \prod_{j=1}^{q} \Gamma(b_j + \beta_j k) \, z^k}{\prod_{i=1}^{p} \Gamma(b_j + \beta_j k) \, k!}
\]
\[
\left( z, a_i, b_j \in \mathbb{C}, x_i, \beta_j \in \mathbb{R}; i = 1, \ldots, p; j = 1, \ldots, q; \Delta := \sum_{j=1}^{q} \beta_j - \sum_{i=1}^{p} a_i \geq -1 \right).
\]

**Proof.** The derivation of (22) is direct. However, the convergence of $\Psi_1(1)$ needs more consideration. According to the conditions given in [17, Theorem 1.5], the series in (23) is absolutely convergent for
\[
|z| < \delta := \prod_{i=1}^{p} |\alpha_i|^{-q} \prod_{j=1}^{q} |\beta_j|^p,
\]
provided that $\Delta = -1$. In our case, we have
\[
\Delta = -1 \quad \text{and} \quad \delta = \left( 1 + \frac{\lambda}{\rho} \right)^{p} \left( 1 + \frac{\rho}{\lambda} \right)^{q} > 1 \quad (\rho > 0, \lambda > 0).
\]
Thus, $\Psi_1(1)$ is convergent. $\square$

**Theorem 2.13.** The extended beta function defined by (1) possesses the following series expression
\[
B_{b, \rho, \lambda}(x, y) = \sum_{n=0}^{\infty} S_n(1) \frac{B}{1, \beta}; -b \frac{n+1, \alpha}{1, \beta},
\]
where the polynomial $S_n(z)$ is defined by (13).
Proof. We start by recalling the following useful identity [14, p. 810, Eq. (7.415)]
\[
\int_0^1 x^{i-1} (1-x)^{n-1} e^{-bsn_x} n dx = B(\lambda, \mu)_2 \left[ \frac{n+1, \lambda}{1, \lambda + \mu} \right] (\text{Re}(\lambda) > 0, \text{Re}(\mu) > 0).
\] (24)

Then, using (12) in integral representation (7), we get
\[
B_{b,p,q}^{(x,y)}(x,y) = \frac{\Gamma(b)}{\Gamma(x)} \int_0^1 s^{x-1} (1-s)^{b-1} e^{-bs} \sum_{n=0}^{\infty} B_n(b s) S_n(1) ds.
\]

Intercalating the order of summation and integration shows that
\[
B_{b,p,q}^{(x,y)}(x,y) = \sum_{n=0}^{\infty} \frac{S_n(1)}{B(a, b, y)} \int_0^1 s^{x-1} (1-s)^{b-1} e^{-bs} B_n(b s) ds.
\]

Using (24) with suitable parameters, we get the result. □

2.3. H-function and G-function representations of $B_{b,p,q}^{(x,y)}(x,y)$

For integers $m, n, p, q$ such that $0 \leq m \leq q, 0 \leq n \leq p,$ and for parameters $a, b \in \mathbb{C}$ and for parameters $a_i, b_j \in \mathbb{R_+} = (0, \infty)$ ($i = 1, \ldots, p; j = 1, \ldots, q$), the $H$-function is defined in terms of a Mellin–Barnes type integral in the following manner ([16, pp. 1–2]; see also [18, p. 343, Definition E.1.] and [22, p. 2, Definition 1.1]):
\[
H_{p,q}^{m,n}[a_1, \ldots, a_p; b_1, \ldots, b_q] = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Theta(s) z^{-s} ds,
\]
where
\[
\Theta(s) = \frac{\Gamma(b) \prod_{i=1}^p \Gamma(b_j + s) \prod_{i=1}^q \Gamma(1-a_i - s)}{\prod_{i=1}^p \Gamma(1-a_i + s) \prod_{i=1}^q \Gamma(1-b_j - s)}
\]
and the contour $\gamma$ is suitably chosen, and an empty product, if it occurs, is taken to be unity.

When $a_i = b_j = 1$ ($i = 1, \ldots, p; j = 1, \ldots, q$), it reduces to the Meijer’s $G$-function, i.e.,
\[
G_{p,q}^{m,n}[a_1, \ldots, a_p; b_1, \ldots, b_q] = H_{p,q}^{m,n}[a_1, \ldots, a_p; b_1, \ldots, b_q].
\]

More detailed information about Meijer’s $G$-function may be found in [3,21].

Theorem 2.14. Let
\[
\rho > 0, \lambda > 0; \quad \min(\text{Re}(x), \text{Re}(\beta), \text{Re}(b)) > 0; \quad \text{Re}(x) > -\text{Re}(\rho x), \quad \text{Re}(y) > -\text{Re}(\lambda x).
\]

Then the extended beta function (1) can be expressed as
\[
B_{b,p,q}^{(x,y)}(x,y) = \frac{\Gamma(b) \Gamma(x)}{\Gamma(z)} \left[ \begin{array}{c} (1-x, 1), (x+y, \rho + \lambda) \\ (0, 1), (x, y), (\lambda, 1 - \beta, 1) \end{array} \right].
\]

Let
\[
\rho = 0, \lambda = 0; \quad \min(\text{Re}(x), \text{Re}(\beta), \text{Re}(b), \text{Re}(x)) > 0; \quad \text{Re}(y) > -\text{Re}(\lambda x).
\]

Then we have
\[
B_{b,p,0}^{(x,y)}(x,y) = \frac{\Gamma(b) \Gamma(x)}{\Gamma(z)} \left[ \begin{array}{c} (1-x, 1), (x+y, \lambda) \\ (0, 1), (y, \lambda), (1 - \beta, 1) \end{array} \right].
\] (25)

Similarly, we have
\[
B_{b,0,q}^{(x,y)}(x,y) = \frac{\Gamma(b) \Gamma(y)}{\Gamma(z)} \left[ \begin{array}{c} (1-x, 1), (x+y, \rho) \\ (0, 1), (x, y), (1 - \beta, 1) \end{array} \right].
\] (26)

where
\[
\rho > 0, \lambda = 0; \quad \min(\text{Re}(x), \text{Re}(\beta), \text{Re}(b), \text{Re}(y)) > 0; \quad \text{Re}(x) > -\text{Re}(\rho x).
\]

Proof. For Kummer’s confluent hypergeometric function $\Gamma_1(x; \beta; z)$, the following contour integral representation holds true (see [13, p. 127, Theorem 7.2]):
\[ F_1(\alpha; \beta; z) = \frac{1}{2\pi i} \Gamma(\beta) \int_{-\infty}^{\infty} \frac{\Gamma(\alpha + s) \Gamma(-s)}{\Gamma(\beta + s)} (-z)^s ds, \quad |\arg(-z)| < \frac{\pi}{2}. \]

The path of integration separates all the poles \( s = -\alpha - n(n \in \mathbb{N}_0) \) to the left and all poles \( s = n \in \mathbb{N}_0 \) to the right.

Then, from integral representation (1),

\[ B_{b,p,j}(x, y) = \int_0^1 t^{x-1}(1-t)^{y-1} F_1(\alpha; \beta; -\Xi(t)) dt \]

\[ = \frac{1}{2\pi i} \Gamma(\beta) \int_{-\infty}^{\infty} t^{x-1}(1-t)^{y-1} \left[ \int_{-\infty}^{\infty} \frac{\Gamma(\alpha + s) \Gamma(-s)}{\Gamma(\beta + s)} \left( \frac{b}{t^p(1-t)^p} \right)^s ds \right] dt \]

\[ = \frac{1}{2\pi i} \Gamma(\beta) \int_{-\infty}^{\infty} \frac{\Gamma(\alpha + s) \Gamma(-s)}{\Gamma(\beta + s)} b^s \left[ \int_0^1 t^{p-s-1}(1-t)^{y-p-1} dt \right] ds \]

\[ = \frac{1}{2\pi i} \Gamma(\beta) \int_{-\infty}^{\infty} \frac{\Gamma(\alpha + s) \Gamma(-s)}{\Gamma(\beta + s)} (x + \rho s) \Gamma(y + s) b^s ds \]

\[ = \frac{1}{2\pi i} \Gamma(\beta) \int_{-\infty}^{\infty} \frac{\Gamma(\alpha + s) \Gamma(-s)}{\Gamma(\beta - s)} (x + y) b^s ds \]

\[ = \frac{1}{2\pi i} \Gamma(\beta) \int_{-\infty}^{\infty} b^{s+1} \left[ (1 - \alpha, 1, (x + y, \rho + \lambda, \lambda, 1 - \beta) \right]. \]

Eqs. (25) and (26) can be derived in the same way. \[ \square \]

By using the famous Gauss–Legendre multiplication formula [27, p. 138, Eq. (5.5.6)]:

\[ \Gamma(mz) = (2\pi)^{1/2} m^{m-1/2} \prod_{j=1}^{m} \Gamma \left( z + \frac{j-1}{m} \right), \quad z \neq 0, -\frac{1}{m}, \frac{2}{m}, \ldots; \quad m \in \mathbb{N}, \]

it is straightforward to find the following results.

**Corollary 2.15.** If \( m, n \in \mathbb{N} \), \( \min(\Re(\alpha), \Re(\beta)) > 0 \), we have

\[ B_{b,m,n}(x, y) = \sqrt{2\pi} \frac{m^{m-1/2} \Gamma(m+n+1,0)}{(m+n)^{1/2} \Gamma(m+n)} \left[ Y(m,n)b \left| \begin{array}{c} 1 - \alpha, \Delta(m+n,x+y) \\ 0, \Delta(m;x), \Delta(n;y), 1 - \beta \end{array} \right. \right]. \]

Further, the extended beta function \( B_{b,m,n}(x, y) \) (as a function of \( b \)) satisfies the following ordinary differential equation:

\[ [-Y(m,n)b(\partial_b + \alpha) \Theta_b^{m+n;x} - \partial_b \Theta_b^{m,x} \Theta_b^{n;y}(\partial_b - 1 + \beta)] w(b) = 0, \]

where \( w(b) := B_{b,m,n}(x, y) \), the differential operators \( \Theta_b^{m,x} \) and \( \partial_b \) are defined by

\[ \Theta_b^{m,x} := \prod_{j=1}^{m} \left( \partial_b - \frac{x+j-1}{m} \right) \quad \text{and} \quad \partial_b := \frac{d}{db}. \]

**Remark 2.16.** When \( \alpha = \beta = 1 \) we can easily find:

\[ B_b(x, y) = \sqrt{2\pi} \left[ \begin{array}{c} x+y \\ 0, x, y \end{array} \right] \left( \Re(b) > 0 \right), \]

which has been proved in [8, p. 232, Theorem 5.12].

2.4. A finite sum of \( B_{b,p,j}(x, y) \)

**Theorem 2.17.** The extended beta function defined by (1) have the following finite sum

\[ \sum_{k=0}^{N} (-1)^k \binom{N}{k} \frac{(\beta - \alpha)_k}{(\beta)_k} B_{b,p,j}^{(x, \beta, k)}(x, y) = \frac{(\alpha)_N}{(\beta)_N} B_{b,p,j}^{(x, \beta, N)}(x, y), \]

where

\[ N \in \mathbb{N}, \quad \Re(b) > 0, \quad \min(\Re(\alpha), \Re(\beta)) > 0; \quad \rho \geq 0, \lambda \geq 0 \]

and

\[ \Re(x) > -\Re(\rho \alpha), \quad \Re(y) > -\Re(\lambda \alpha). \]
Proof. For Kummer’s confluent hypergeometric function \( _1F_1(z) \) we have the following finite sum [6, p. 411, 5.14.1 (1)]

\[
\sum_{k=0}^{N} (-1)^k \binom{N}{k} \frac{(\beta - \alpha)_k}{(\beta)_k} F_1 \left[ \frac{\alpha}{\beta + k}; z \right] = \frac{(\alpha)_N}{(\beta)_N} F_1 \left[ \frac{\alpha + N}{\beta + N}; z \right].
\]  

(27)

Replacing \( z \) with \( -\Xi(t) \), and multiplying by \( t^{\lambda-1} (1-t)^{\psi-1} \) on both sides of (27) we get

\[
\sum_{k=0}^{N} (-1)^k \binom{N}{k} \frac{(\beta - \alpha)_k}{(\beta)_k} t^{\lambda-1} (1-t)^{\psi-1} F_1 \left[ \frac{\alpha}{\beta + k}; -\Xi(t) \right] = \frac{(\alpha)_N}{(\beta)_N} t^{\lambda-1} (1-t)^{\psi-1} F_1 \left[ \frac{\alpha + N}{\beta + N}; -\Xi(t) \right].
\]  

(28)

Finally, we obtain Theorem 2.17 by integrating (28) with respect to \( t \) over \( (0,1) \).  

An application of Theorem 2.17 gives the following result.

**Corollary 2.18.** The extended Gauss hypergeometric function defined by (5) have the following finite sum with respect to parameters \( \alpha \) and \( \beta \), that is,

\[
_{2}F_{1}(x; \alpha_{1}, \alpha_{2}; \beta_{1}; \gamma; b) = \frac{(\beta_{1})_{N}}{(\alpha_{1})_{N}} \sum_{k=0}^{N} (-1)^k \binom{N}{k} \frac{(\beta - \alpha)_k}{(\beta)_k} \sum_{i=0}^{N} \binom{N}{i} (\alpha)_i (\beta)_i \sum_{j=0}^{N} \binom{N}{j} (\alpha + i)_j \sum_{k=0}^{N} \binom{N}{k} (\beta + j)_k \Gamma(i+j+1) \Gamma(i+j+k+1) \Gamma\left( \frac{\alpha + i + j + k + 1}{\beta + i + j + k + 1} \right)
\]

where

\[
N \in \mathbb{N}, \ \min\{\text{Re}(\alpha), \text{Re}(\beta)\} > 0; \ \rho > 0, \lambda > 0; \ \Re(x_1) > \Re(x_2) > 0, \ |z| < 1.
\]

**Remark 2.19.** In fact, many finite sum formulas of Kummer’s confluent hypergeometric function listed in [6] can be used to establish some useful finite sum formulas for the extended beta function, and further the finite sum formulas of the extended Gauss hypergeometric function.

### 3. Contour integral representation of \( pF\_q^{(x,y,p,q)}(z;b) \)

The Mellin transform of a function \( f(t) \), denoted by \( F(s) \), is defined by (see [22, p. 46]; see also [17])

\[
F(s) := \mathcal{M}[f(t)](s) = \int_{0}^{\infty} t^{s-1} f(t) \, dt,
\]

(29)

provided that the integral converges. The inverse Mellin transform is given by the contour integral

\[
f(x) = \mathcal{M}^{-1}\{F(s)\}(x) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} F(s) x^{-s} \, ds \quad (c = \text{Re}(s)).
\]

(30)

If \( F(s) \) is analytic in the relevant strip then \( f(x) \) is uniquely determined by \( F(s) \) by using the formula (30). For a general theory of the Mellin transform, we refer to [7].

In order to establish the main result of this section, we need the following well-known theorem which is widely used to evaluate definite integrals and infinite series.

**Theorem 3.1 (Ramanujan’s Master Theorem [2]).** Assume \( f \) admits an expansion of the form

\[
f(x) = \sum_{n=0}^{\infty} \frac{\varphi(n)}{n!} (-x)^n \quad (\varphi(0) \neq 0).
\]

Then the Mellin transform of \( f \) is given by

\[
\int_{0}^{\infty} x^{s-1} f(x) \, dx = \Gamma(s) \varphi(-s).
\]

We are now ready to present a Mellin–Barnes type contour integral representation of the extended generalized hypergeometric function.

**Theorem 3.2.** For \( p = q + 1 \), the extended generalized hypergeometric functions \( pF\_q^{(x,y,p,q)}(z;b) \) possesses the following integral representation:

\[
q+1F\_q^{(x,y,p,q)} \left[ x_1, \ldots, x_{q+1}; y_1, \ldots, y_q; z; b \right] = \frac{1}{(2\pi i)^q} \Gamma(q) \frac{\Gamma(s_1)}{\Gamma(s_1)} \cdots \frac{\Gamma(s_q)}{\Gamma(s_q)} \frac{\Gamma(z-s_1)}{\Gamma(z-s_q)} \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_j) \right] \left[ \sum_{j=1}^{q} \Gamma(s_j) \Gamma(z-s_
where \( \rho, \lambda > 0, \min(\text{Re}(z), \text{Re}(\beta), \text{Re}(b)) > 0, \text{Re}(y_j) > \text{Re}(x_{j+1}) > 0, \gamma_j := \text{Re}(s_j) > 0, \)

\[
H_q(x, y; s) := \frac{C_q(x, y; s)}{C_q(x, y; 0)} \quad \text{and} \quad C_q(x, y; s) := \prod_{j=1}^{q} \frac{\Gamma(x_j + \rho s_j) \Gamma(y_j - x_{j+1} + 2 s_j)}{\Gamma(y_j + (\rho + \lambda)s_j)}.
\]

In the above contour integral, we require that each contour in the complex \( s_j \)-plane starting at \(-i\infty \) and ending at \(+i\infty \) separates all the poles of \( \Gamma(x_j + \rho s_j) \Gamma(y_j - x_{j+1} + i s_j) \Gamma(s_j) \) (i.e., \( s_j = -n; s_j = x_j + 2 i n; s_j = x_j + y_j - n \) \((n \in \mathbb{N}_0)\)) to the left and all the poles of \( \Gamma(x - s_j) \) (i.e., \( s_j = x + n \) \((n \in \mathbb{N}_0)\)) to the right.

For \( p = q \), we have

\[
q F_q \left[ x_1, \ldots, x_q ; y_1, \ldots, y_q ; z ; b \right] = \frac{1}{(2\pi i)^q} \Gamma_q(\beta) \int_{\gamma_{1-\infty}}^{\gamma_{1+\infty}} \cdots \int_{\gamma_{q-\infty}}^{\gamma_{q+\infty}} H_q(x, y; s) \prod_{j=1}^{q} \frac{\Gamma(s_j) \Gamma(x - s_j)}{\Gamma(y_j + (\rho + \lambda)s_j)} \times q F_q \left[ x_1 + \rho s_1, \ldots, x_q + \rho s_q ; y_1 + (\rho + \lambda)s_1, \ldots, y_q + (\rho + \lambda)s_q ; z ; b \right] \sum_{s_1, \ldots, s_q} \prod \right.
\]

where \( \rho, \lambda > 0, \min(\text{Re}(z), \text{Re}(\beta), \text{Re}(b)) > 0, \text{Re}(y_j) > \text{Re}(x_j) > 0, \gamma_j := \text{Re}(s_j) > 0. \)

\[
H_q(x, y; s) := \frac{\tilde{C}_q(x, y; s)}{C_q(x, y; 0)} \quad \text{and} \quad \tilde{C}_q(x, y; s) := \prod_{j=1}^{q} \frac{\Gamma(x_j + \rho s_j) \Gamma(y_j - x_{j+1} + i s_j)}{\Gamma(y_j + (\rho + \lambda)s_j)}.
\]

For \( p < q \) \((p = q - p)\) we have

\[
p F_{p+r} \left[ x_1, \ldots, x_p, x_{p+1}, \ldots, x_q ; y_1, \ldots, y_{p+r} ; z ; b \right] = \frac{1}{(2\pi i)^q} \Gamma_q(\beta) \int_{\gamma_{1-\infty}}^{\gamma_{1+\infty}} \cdots \int_{\gamma_{q-\infty}}^{\gamma_{q+\infty}} K_p(x, y; s) \prod_{j=1}^{p} \frac{\Gamma(s_j) \Gamma(x - s_j)}{\Gamma(y_j + (\rho + \lambda)s_j)} \times p F_{p+r} \left[ x_1 + \rho s_1, \ldots, x_p + \rho s_p, y_1, \ldots, y_{p+r} + (\rho + \lambda)s_1, \ldots, y_{p+r} + (\rho + \lambda)s_p ; z ; b \right] \sum_{s_1, \ldots, s_p} \prod \right.
\]

where \( \rho, \lambda > 0, \min(\text{Re}(z), \text{Re}(\beta), \text{Re}(b)) > 0, \text{Re}(y_j) > \text{Re}(x_j) > 0, \gamma_j := \text{Re}(s_j) > 0. \)

\[
K_p(x, y; s) := \frac{D_p(x, y; s)}{D_p(x, y; 0)} \quad \text{and} \quad D_p(x, y; s) := \prod_{j=1}^{p} \frac{\Gamma(x_j + \rho s_j) \Gamma(y_j - x_{j+1} + i s_j)}{\Gamma(y_{j+r} + (\rho + \lambda)s_j)}.
\]

Note that the description of the contours in (32) and (33) is similar to that of (31).

**Proof.** By applying Ramanujan’s Master Theorem to the series representation of the extended generalized hypergeometric function \( q F_q \left[ x_1, \ldots, x_q ; y_1, \ldots, y_q ; z ; b \right] \), we have

\[
\int_0^\infty z^{s-1} q F_q \left[ x_1, \ldots, x_{q+1} ; y_1, \ldots, y_q ; z ; b \right] dz = \Gamma(s) \Psi(-sq + 1, q),
\]

where

\[
\Psi(-s|q + 1, q) = \frac{\Gamma(x_1 - s)}{\Gamma(x_1)} \prod_{j=1}^{q} B_{a,b}(x_{j-1} - s, y_j - x_{j+1}).
\]

The use of the inverse Mellin transform (30) gives the following contour integral:

\[
q F_q \left[ x_1, \ldots, x_{q+1} ; y_1, \ldots, y_q ; z ; b \right] = \frac{1}{2\pi i} \int_{\gamma_{1-\infty}}^{\gamma_{1+\infty}} \Gamma(s) \Psi(-s|q + 1, q)(-z)^{-s} ds
\]

\[
= \frac{1}{2\pi i} \int_{\gamma_{1-\infty}}^{\gamma_{1+\infty}} \prod_{j=1}^{q} \frac{B_{a,b}(x_{j-1} - s, y_j - x_{j+1})}{B(x_{j-1}, y_j - x_{j+1})} \frac{\Gamma(s) \Gamma(x_1 - s)}{\Gamma(x_1)} (-z)^{-s} ds. \quad (34)
\]
Here $\gamma := \text{Re}(s) > 0, \arg(-z) < \pi$ and the path of integration separates all the poles of $\Gamma(s)$ (i.e., $s = -n \in \mathbb{N}_0$) to the left and all the poles of $\zeta(-s, q) + 1, \infty$ to the right. The poles of $\Gamma(z - s_j)$ are $s = x_j + n(n \in \mathbb{N}_0)$. However, the poles of function $B_{b,p,j}^{(x_j)}(s, y_j - x_j - 1)$ do not always exist. If we choose $\alpha = \beta$, the poles of $B_{b,p,j}^{(x_j)}(s, y_j - x_j - 1)$ will disappear.

If we set $b = 0$ in (34), the contour integral gives the standard expression of the classical generalized hypergeometric function $q, \Gamma(z) (s)$ (see [17, p. 30, Eq. (1.26.9)])

$$q, \Gamma(z) (s) = \frac{1}{2\pi i} \int_{C} \frac{\Gamma(z + s_j)}{\Gamma(z)} \Gamma(z - s_j) \Gamma(y_j - x_j + i s_j) \Gamma(y_j - x_j + 1 + i s_j) ds.$$  

(35)

The derivation of (35) by applying Ramanujan’s Master Theorem is given in [2].

In Theorem 2.14, we have proved that the extended beta function $B_{b,p,j}^{(x_j)}(s, y_j)$ can be regarded as an $H$-function. Thus, we can write

$$B_{b,p,j}^{(x_j)}(s, y_j - x_j - 1) = \frac{\Gamma(b)}{\Gamma(x_j)} \Gamma(z - s_j) \Gamma(y_j - x_j + 1 + i s_j) \Gamma(y_j - x_j + 1 + i s_j) \Gamma(y_j - x_j + s + \rho s_j) \Gamma(y_j - x_j + s + \rho s_j) \Gamma(y_j - x_j + 1 + i s_j) \Gamma(y_j - x_j + 1 + i s_j) ds.$$  

where $\gamma := \text{Re}(s) > 0$, the path of integration starts at $\gamma - i \infty$ and terminates at $\gamma + i \infty$. Substituting this into (34) and interchanging the orders of integration, we have

$$\begin{align*}
q, \Gamma(z) (s) &= \frac{1}{2\pi i} \int_{C} \frac{\Gamma(z + s_j)}{\Gamma(z)} \Gamma(z - s_j) \Gamma(y_j - x_j + i s_j) \Gamma(y_j - x_j + 1 + i s_j) ds \\
&= \frac{1}{2\pi i} \int_{C} \frac{\Gamma(z + s_j)}{\Gamma(z)} \frac{\Gamma(z - s_j)}{\Gamma(y_j - x_j + i s_j)} \Gamma(y_j - x_j + 1 + i s_j) ds \\
&= \frac{1}{2\pi i} \int_{C} \frac{\Gamma(z + s_j)}{\Gamma(z)} \frac{\Gamma(z - s_j)}{\Gamma(y_j - x_j + i s_j)} \Gamma(y_j - x_j + 1 + i s_j) ds.
\end{align*}$$

(36)

In the above contour integral, each contour starting at $\gamma - i \infty$ and ending at $\gamma + i \infty$ separates all the poles of $\Gamma(z - s_j)$ to the left and all the poles of $\Gamma(z - s_j)$ to the right. Since the validity of (35) requires that $y_j \not\in \mathbb{N}_0$, we also need $y_j + (\rho + \lambda)s_j \not\in \mathbb{N}_0$ such that the evaluation of (36) is allowed. Actually, for $\rho, \lambda > 0, \text{Re}(y_j) > 0$ we always have

$$y_j + (\rho + \lambda)s_j \not\in \mathbb{N}_0,$$

where $s_j = x + n(n \in \mathbb{N}_0)$ are the poles of $\Gamma(z - s_j)$, and for other cases, this requirement can be easily satisfied.

The proof of (31) is now complete. The integral representations (32) and (33) can be proved in a similar manner. □

**Remark 3.3.** The Mellin transform of the extended Gauss hypergeometric function (with different parameters) have been studied by many authors. For instance, Özerin et al. [30, p. 4608, Corollary 3.6] show that

$$Z_{1,2,y_1}^{(x_2, s, b)} = \frac{1}{2\pi i} \int_{C} \frac{\Gamma(z + s_j)}{\Gamma(z)} \frac{\Gamma(x_2 - s_j)}{\Gamma(x_2 - s_j)} \frac{\Gamma(y_j + s - x_2)}{\Gamma(y_j - x_2)} ds,$$

(37)

where $\Gamma^{(s, b)}(s) = \Gamma^{(0, b)}(s)$ is a specific case of the extended gamma function defined by

$$\Gamma^{(0, b)}(s) := \int_{0}^{\infty} t^{s-1} e^{-t} dt.$$  

(38)

After simplification, (37) can be expressed in our notation.

**Theorem 3.2.** Theorem is very illuminating. To some degree, it provides an easy criteria for us to see which properties hold by a classical generalized hypergeometric function $pF_q(z)$ can be inherited by its extension $pF_q^{(x, \beta, \gamma)}(z, b)$. Several intrinsic applications of this theorem are given below.

**Corollary 3.4 (Extended Gauss’ summation formula).** For $\rho, \lambda > 0, \text{min}\{\text{Re}(x), \text{Re}(\beta)\} > 0, \text{Re}(y_1) > \text{Re}(x_2) > 0, \text{Re}(b) > 0$, we have the following extended Gauss summation formula
\[ \text{Proof.} \text{ Let } q = 1 \text{ in (31). By using Gauss' summation formula, } \, _2\!F_1(1) \text{ can be summed as} \]
\[
\begin{align*}
_2\!F_1 & \left[ \begin{array}{c}
| x_1, x_2 + p s_1 \\
y_1 + (\rho + \lambda)s_1 \end{array} ; 1 \right] = \frac{\Gamma(y_1 + (\rho + \lambda)s_1) \Gamma(y_1 - x_1 - x_2 + \lambda s_1)}{\Gamma(y_1 - x_1 - x_2 + (\rho + \lambda)s_1) \Gamma(y_1 - x_2 + \lambda s_1)} \left( y_1 - x_1 - x_2 > 0 \right) \\
\end{align*}
\]
where \( \text{Re}(y_1 - x_1 - x_2) > 0, \text{ and } \text{Re}(s_1) = \gamma_1 > 0. \)

Thus, we have
\[
_2\!F_1 \left[ \begin{array}{c}
| x_1, x_2 \\
y_1 \end{array} ; 1 \right] = \frac{1}{2\pi i} \frac{\Gamma(\beta)}{\Gamma(\alpha)} \int_{\gamma_i - i\infty}^{\gamma_i + i\infty} H_1(x, y; s) \frac{\Gamma(s_1) \Gamma(z - s_1)}{\Gamma(\beta - s_1)} \left( y_1 - x_1 - x_2 + \lambda s_1 \right) b^{-s} ds_1
\]

From the definition of \( H\)-function (38) follows. By interpreting this special \( H\)-function as the extended beta function (see Theorem 2.14) we obtain (39). \( \square \)

Remark 3.5. Some special cases of (39) can be found in [10,20,30].

Corollary 3.6 (Extended Kummer’s first transformation). For \( \rho, \lambda > 0, \min\{\text{Re}(\alpha), \text{Re}(\beta)\} > 0, \text{Re}(y_1) > \text{Re}(x_2) > 0, \text{Re}(b) > 0, \)
we have the following transformation
\[
_1\!F_1 \left[ \begin{array}{c}
| x_1, y_1 \\
y_1 + (\rho + \lambda)s_1 \end{array} ; 1 \right] = e^x_1 F_1 \left[ \begin{array}{c}
| c - a \\
c \end{array} ; -x \right].
\]

Proof. Letting \( q = 1 \) in (32) gives
\[
_1\!F_1 \left[ \begin{array}{c}
| x_1, y_1 \\
y_1 + (\rho + \lambda)s_1 \end{array} ; 1 \right] = \frac{1}{2\pi i} \frac{\Gamma(\beta)}{\Gamma(\alpha)} \int_{\gamma_i - i\infty}^{\gamma_i + i\infty} H_1(x, y; s) \frac{\Gamma(s_1) \Gamma(z - s_1)}{\Gamma(\beta - s_1)} \left( y_1 - x_1 - x_2 + \lambda s_1 \right) b^{-s} ds_1
\]

By using Kummer’s first transformation [4, p. 191]
\[
_1\!F_1 \left[ \begin{array}{c}
| a \\
c \end{array} ; -x \right] = e^x_1 F_1 \left[ \begin{array}{c}
| c - a \\
c \end{array} ; -x \right].
\]
we have
\[
_1\!F_1 \left[ \begin{array}{c}
| x_1, y_1 \\
y_1 + (\rho + \lambda)s_1 \end{array} ; 1 \right] = \frac{1}{2\pi i} \frac{\Gamma(\beta)}{\Gamma(\alpha)} \int_{\gamma_i - i\infty}^{\gamma_i + i\infty} H_1(x, y; s) \frac{\Gamma(s_1) \Gamma(z - s_1)}{\Gamma(\beta - s_1)} \left( y_1 - x_1 - x_2 + \lambda s_1 \right) b^{-s} ds_1
\]

Remark 3.7. Some special cases of this transformation can be found in [10,20,30].

Corollary 3.8 (Differentiation formula). If \( \rho, \lambda > 0, \min\{\text{Re}(\alpha), \text{Re}(\beta)\} > 0, \text{Re}(b) > 0, \) and \( x_i, y_j \) satisfies the conditions stated in Definition 1.3, then we have the following formula
\[
\frac{d^n}{dz^n} \left\{ \frac{F_{\beta, \rho, p, q}}{y_1, \ldots, y_q} \right\} = \frac{(x_1)_{\rho+n} \cdots (x_p)_{\rho+n}}{(y_1)_{\rho+n} \cdots (y_q)_{\rho+n}} \frac{F_{\beta, \rho, p, q}}{y_1+n, \ldots, y_q+n} \frac{x_1+n, \ldots, x_p+n}{z, b}.
\]
Proof. For a classical hypergeometric function \( \rho F_q(z) \), we have [27, p.405, Eq. (16.3.1)]

\[
d^\nu \frac{d^n}{dz^n} \left\{ \rho F_q \left[ \begin{array}{c} x_1, \ldots, x_p \\ y_1, \ldots, y_q \end{array} ; z \right] \right\} = \frac{1}{(2\pi i)^\nu} \Gamma^\nu(\beta) \int_{\gamma_1-\infty}^{\gamma_1+\infty} \cdots \int_{\gamma_q-\infty}^{\gamma_q+\infty} H_q(x, y; s) \left[ \prod_{j=1}^q \frac{\Gamma(s_j)}{\Gamma^3(s_j)} \right] \frac{C_q(x + n, y + n; 0)}{C_q(x, y; 0)} \frac{F_{q+1}(x, y; 0)}{F_{p+1}(x, y; 0)} \left[ \begin{array}{c} x_1, \ldots, x_{p+1} + n \\ y_1, \ldots, y_q + n \end{array} ; z ; b \right].
\]

(40)

From the definition of \( C_q(x, y; 0) \), we have

\[
\frac{C_q(x + n, y + n; 0)}{C_q(x, y; 0)} = \prod_{j=1}^q \frac{\Gamma(y_j + n)}{\Gamma(y_j + n)} = \prod_{j=1}^q \frac{(x_j + 1)_n}{y_j}_n.
\]

(41)

Combining (40) with (41) gives the differentiation formula for \( q+1F_{q+1}(x, y; 0) \).

Similarly, we can prove this result for \( q+1F_{q+1}(x, y; 0) \) and \( pF_{p+1}(x, y; 0) \) \((r = q - p)\).  \( \square \)

Remark 3.9. A similar result has been proved (by using series manipulation technique) in [26, Theorem 3.3].

Corollary 3.10. For \( \rho, \lambda > 0, \min(\Re(x), \Re(b)) > 0, \Re(y_j) > \Re(x_{j+1}) > 0(j = 1, \ldots, q) \), \( \Re(b) > 0 \), we have the following finite sum

\[
\sum_{k=0}^N (-1)^k \binom{N}{k} (ka + 1)^{N-1} q+1F_q(x, y; 0) \left[ \begin{array}{c} x_1, \ldots, x_{q+1} + n \\ y_1, \ldots, y_q \end{array} ; z ; ka + 1 ; b \right] = \frac{z^N}{Na + 1} \prod_{j=1}^q \frac{\Gamma(y_j + n)}{\Gamma(y_j + n)} \left( 1 - \frac{\alpha}{\beta} \right) \left( \frac{y_j + N, \rho + \lambda}{y_j + N, \rho + \lambda} \right) \left( 0, 1, (x_{j+1} + N, \rho), (y_j - x_{j+1}, \lambda), (1 - \beta, 1) \right)
\]

(42)

\[
= \frac{z^N}{Na + 1} \prod_{j=1}^q \frac{\Gamma(y_j + n)}{\Gamma(y_j + n)} \frac{\Gamma(y_j + n)}{\Gamma(y_j + n)} \left( 1 - \frac{\alpha}{\beta} \right) \left( \frac{y_j + N, \rho + \lambda}{y_j + N, \rho + \lambda} \right) \left( 0, 1, (x_{j+1} + N, \rho), (y_j - x_{j+1}, \lambda), (1 - \beta, 1) \right)
\]

(43)

Proof. We first state the following identity [6, p. 423, Eq. (10)]

\[
\sum_{k=0}^N (-1)^k \binom{N}{k} (ka + 1)^{N-1} q+1F_q(x, y; 0) \left[ \begin{array}{c} x_1, \ldots, x_{q+1} + n \\ y_1, \ldots, y_q \end{array} ; z ; ka + 1 ; b \right] = \frac{z^N}{Na + 1} \prod_{j=1}^q \frac{\Gamma(y_j + n)}{\Gamma(y_j + n)} \left( 1 - \frac{\alpha}{\beta} \right) \left( \frac{y_j + N, \rho + \lambda}{y_j + N, \rho + \lambda} \right) \left( 0, 1, (x_{j+1} + N, \rho), (y_j - x_{j+1}, \lambda), (1 - \beta, 1) \right)
\]

(42)
For convenience, we rewrite it as

\[
\sum_{k=0}^{N} (-1)^k \binom{N}{k} (ka + 1)^{N-1} F_q^{(\beta, \rho, \lambda)} \left( \frac{-k, x_2 + \rho s_1, \ldots, x_{q+1} + \rho s_q}{y_1 + (\rho + \lambda) s_1, \ldots, y_q + (\rho + \lambda) s_q} : \frac{z}{ka + 1} \right)
\]

\[
= \frac{z^N}{Na + 1} \prod_{j=1}^{q} \Gamma(x_{j+1} + \rho s_j + N) \Gamma(y_j + (\rho + \lambda) s_j)
\]

Now, we use (31) to get

\[
\sum_{k=0}^{N} (-1)^k \binom{N}{k} (ka + 1)^{N-1} F_q^{(\beta, \rho, \lambda)} \left( \frac{-k, x_2, \ldots, x_{q+1}}{y_1, \ldots, y_q} : \frac{z}{ka + 1} : b \right)
\]

\[
= \frac{1}{(2\pi i)^q} \int_{\gamma} H_q(x, y) \prod_{j=1}^{q} \Gamma(x_j + \rho s_j + N) \Gamma(y_j + (\rho + \lambda) s_j + N) \frac{(-1)^k \binom{N}{k}}{(ka + 1)^{N-1}} \prod_{j=1}^{q} \Gamma(y_j + (\rho + \lambda) s_j + N) \Gamma(x_j + \rho s_j + N) b^{-j} ds_j.
\]

Interpreting the last member of (44) in terms of H-function, we arrive at the result (42). A use of Theorem 2.14 may gives (43).

\[\square\]

**Corollary 3.11 (Extended Nörlund’s expansion).** For \(\rho, \lambda > 0, \min\{\Re(x), \Re(y)\} > 0, \Re(y_j) > \Re(x_j + 1) > 0 (j = 1, \ldots, q), \Re(b) > 0,\) we have the following expansion

\[
q+1 F_q^{(\beta, \rho, \lambda)} \left[ \frac{x_1, \ldots, x_{q+1}}{y_1, \ldots, y_q} : z; b \right] = (1 - z)^{-x_1} \sum_{k=0}^{\infty} \frac{(x_1)_k}{k!} q+1 F_q^{(\beta, \rho, \lambda)} \left[ \frac{-k, x_2, \ldots, x_{q+1}}{y_1, \ldots, y_q} : z; b \right] \left( \frac{z}{z - 1} \right)^k.
\]

**Proof.** The expansion (45) follows directly from Nörlund’s formula (\([25, p. 294, Eq. (1.21)];\) see also [27, p. 411, Eq. (16.10.2)]):

\[
q+1 F_q \left[ \frac{x_1, \ldots, x_{q+1}}{y_1, \ldots, y_q} : z \right] = (1 - z)^{-x_1} \sum_{k=0}^{\infty} \frac{(x_1)_k}{k!} q+1 F_q \left[ \frac{-k, x_2, \ldots, x_{q+1}}{y_1, \ldots, y_q} : z \right] \left( \frac{z}{z - 1} \right)^k.
\]

**Remark 3.12.** The derivation of (45) from (3) is obvious. So, it is worth mentioning a proof due to N.E. Nörlund. Following Nörlund [25, Section 5] we begin by recalling Euler’s transformation:

\[
\sum_{k=0}^{\infty} \frac{\alpha_k}{k!} z^k = (1 - z)^{-\alpha_1} \sum_{k=0}^{\infty} \frac{\alpha_k}{k!} \left( \frac{Z}{1 - z} \right)^k,
\]

where

\[
\Delta^0 a_0 = a_0, \quad \Delta^1 a_0 = a_1 - a_0, \quad \Delta^k a_0 = \Delta^{k-1} a_1 - \Delta^k a_0 = \sum_{i=0}^{k} (-1)^{k-i} \binom{k}{i} a_i, \quad k \geq 2.
\]

If we put

\[
a_k = \prod_{j=1}^{q} \Gamma(x_{j+1} + k, y_j - x_j + 1),
\]

we get for the difference of order \(k\) the hypergeometric polynomial

\[
\Delta^k a_0 = \sum_{i=0}^{k} (-1)^{k-i} \binom{k}{i} \prod_{j=1}^{q} \Gamma(x_{j+1} + i, y_j - x_j + 1) \zeta^i = (-1)^k q+1 F_q^{(\beta, \rho, \lambda)} \left[ \frac{-k, x_2, \ldots, x_{q+1}}{y_1, \ldots, y_q} : z; b \right].
\]

Euler’s transformation then gives the relation (45).
4. Extended fractional integral operators

First, we establish the extended Riemann–Liouville type fractional integral operators in this section. Then with the help of the extended Riemann–Liouville fractional integral operator, a decomposition formula of the extended generalized hypergeometric function $pF_q^{(x,\beta,\rho,\lambda)}[z; b]$ is formulated. Next, we introduce four extended Kober type fractional integral operators involving the extended Gauss hypergeometric functions, and then we establish their Mellin transform in the form of Theorems.

4.1. Extended Riemann–Liouville fractional integral operator

The classical Riemann–Liouville (left-sided) fractional integral of order $\mu \in \mathbb{C}$ ($\text{Re}(\mu) > 0$) is defined by [17]

$$I^\mu_a f(x) := \frac{1}{\Gamma(\mu)} \int_a^x (x-t)^{\mu-1} f(t) \, dt \quad (x > a).$$

The corresponding Riemann–Liouville fractional derivatives of order $\mu \in \mathbb{C}$ ($\text{Re}(\mu) > 0$) is defined by

$$D^\mu_a y(x) := \left(\frac{d}{dx}\right)^n \frac{1}{\Gamma(n-\mu)} \int_a^x (x-t)^{n-\mu-1} y(t) \, dt \quad (n = \lfloor \text{Re}(\mu) \rfloor + 1; x > a),$$

where $\lfloor \text{Re}(\mu) \rfloor$ means the integral part of $\text{Re}(\mu)$.

Now, by introducing new parameters, we consider the following extension of the classical Riemann–Liouville fractional integral:

$$I^\mu_a z^{\lambda-1} := \frac{1}{\Gamma(\mu)} \int_a^z (z-t)^{\mu-1} \sum_{k=0}^{\infty} \frac{1}{k!} t^k \left(\frac{z-t}{t}\right)^{\lambda-1} \, dt,$$

where $\rho \geq 0, \lambda \geq 0, \min\{\text{Re}(\rho), \text{Re}(\eta), \text{Re}(\lambda)\} > 0$. It is clear that $I^{\mu,b}_a$ may become $I^\mu_a$ when $b = 0$. The case when $\rho = \lambda = 1$ and $\lambda = \beta$ have been considered in [29]. Similar constructions are also used in [26,33].

From the definition of extended beta function (1), we have

$$I^\mu_a z^{\lambda-1} = \frac{\Gamma(\mu)}{\Gamma(\lambda)\Gamma(1-\lambda)} B^{\beta,\eta}(\eta, \mu), \quad \text{Re}(\eta) > 0. \tag{47}$$

Repeated application of property (47) yields the following result.

**Theorem 4.1 (Decompositional structure).** For $\rho, \lambda > 0, \min\{\text{Re}(\rho), \text{Re}(\eta), \text{Re}(\lambda)\} > 0, \text{Re}(b) > 0$, we have

$$pF_q^{(x,\beta,\rho,\lambda)} \left[ x_1, \ldots, x_q ; y_1, \ldots, y_q ; z; b \right] = \begin{cases}
\sum_{k=0}^{\infty} \frac{1}{(x_1)_{n}} (y_1)_{n} B^{(z,\rho,\lambda)}(x_2 + n, y_1, x_2) \frac{z^n}{n!} & p = q + 1, \\
\frac{1}{\Gamma(1-\lambda)} \sum_{n=0}^{\infty} (x_1)_{n} B^{(z,\rho,\lambda)}(x_2 + n, y_1, x_2) \frac{z^n}{n!} & p < q,
\end{cases} \tag{48}$$

where

$$I^{\rho,x}_{a} z^{-\lambda} = \frac{\Gamma(\lambda)}{\Gamma(1-\lambda)} z^{-\lambda-1} \sum_{n=0}^{\infty} (x_1)_{n} B^{(z,\rho,\lambda)}(x_2 + n, y_1, x_2) \frac{z^n}{n!}, \quad \text{Re}(y) > \text{Re}(z) > 0, \tag{49}$$

and $I^{\rho,x}_{a} z^{-\lambda}$ is the extended Riemann–Liouville fractional integral operator.

**Proof.** In order to derive (48), we proceed as follows,

$$I^{\rho,x}_{a} z^{-\lambda} \left\{ z^{x_2-1} (1-z)^{-\lambda x_1} \right\} = \sum_{n=0}^{\infty} (x_1)_{n} B^{(z,\rho,\lambda)}(x_2 + n, y_1, x_2) \frac{z^n}{n!} \tag{50}$$

$$= \frac{1}{\Gamma(1-\lambda)} \sum_{n=0}^{\infty} (x_1)_{n} B^{(z,\rho,\lambda)}(x_2 + n, y_1, x_2) \frac{z^n}{n!}$$

$$= \frac{\Gamma(\lambda)}{\Gamma(1-\lambda)} z^{-\lambda-1} \sum_{n=0}^{\infty} (x_1)_{n} B^{(z,\rho,\lambda)}(x_2 + n, y_1, x_2) \frac{z^n}{n!}$$

$$= \frac{\Gamma(\lambda)}{\Gamma(1-\lambda)} z^{-\lambda-1} \sum_{n=0}^{\infty} (x_1)_{n} B^{(z,\rho,\lambda)}(x_2 + n, y_1, x_2) \frac{z^n}{n!} \tag{51}$$

$$= \frac{\Gamma(\lambda)}{\Gamma(1-\lambda)} z^{-\lambda-1} \sum_{n=0}^{\infty} (x_1)_{n} B^{(z,\rho,\lambda)}(x_2 + n, y_1, x_2) \frac{z^n}{n!}$$

$$= \frac{\Gamma(\lambda)}{\Gamma(1-\lambda)} z^{-\lambda-1} \sum_{n=0}^{\infty} (x_1)_{n} B^{(z,\rho,\lambda)}(x_2 + n, y_1, x_2) \frac{z^n}{n!}$$

Performing $I^{\rho,x}_{a} z^{-\lambda}$ again in a similar manner, we have

$$I^{\rho,x}_{a} z^{-\lambda} \left\{ z^{x_2-1} (1-z)^{-\lambda x_1} \right\} = \frac{\Gamma(\lambda)}{\Gamma(1-\lambda)} z^{-\lambda-1} \sum_{n=0}^{\infty} (x_1)_{n} B^{(z,\rho,\lambda)}(x_2 + n, y_1, x_2) \frac{z^n}{n!}.$$
\[
\frac{\Gamma(y_2)}{\Gamma(x_3)} z^{1-x_1} t^{y_2-x_3} \frac{F(\beta, \mu, \eta, \alpha; a t^\mu; b)}{\Gamma(1-A)} \left[ A, B; a t^\mu; b \right] t^\delta \phi(t) dt
\]

\[
= \frac{\Gamma(y_2)}{\Gamma(x_3)} z^{1-x_1} \sum_{n=0}^\infty \frac{(x_1)_n}{n!} \frac{\Gamma(\beta, \mu, \eta, \alpha; a t^\mu; b)}{\Gamma(1-A)} \left[ A, B; a t^\mu; b \right] t^{y_2-x_3} \left( a t^\mu \right)^n \left( x_2 + n, y_1 - x_2 \right) t^{2-y_2} \left( x_2 + n \right)
\]

\[
= \sum_{n=0}^\infty \frac{(x_1)_n}{n!} \frac{\Gamma(\beta, \mu, \eta, \alpha; a t^\mu; b)}{\Gamma(1-A)} \left[ A, B; a t^\mu; b \right] t^{y_2-x_3} \left( a t^\mu \right)^n \left( x_2 + n \right)
\]

Continuing this process gives (48). Eqs. (49) and (50) can be similarly proved. □

### 4.2. Extended Kober type fractional integral operators

**Definition 4.2.** Define

\[
I[f(z)] := \frac{\mu z^{-\eta-1}}{\Gamma(1-A)} \int_0^\infty z^F_{1}^{(2, \beta, \mu, \alpha)} \left[ A, B; a t^\mu; b \right] t^\delta \phi(t) dt
\]

and

\[
J[f(z)] := \frac{\mu z^\delta}{\Gamma(1-A)} \int_0^\infty z^F_{1}^{(2, \beta, \mu, \alpha)} \left[ A, B; a t^\mu; b \right] t^{-\delta-1} \phi(t) dt,
\]

where \( A, B, C, \eta, \mu, \delta, \alpha, \varepsilon, \delta, \beta \in \mathbb{C} \) and \( C(\beta, \mu, \eta, \alpha; a t^\mu; b) \) denotes the extended Gauss hypergeometric function.

The condition of the validity of the operators (51) and (52) are given below:

- \( 1 \leq p, q < \infty, \frac{1}{p} + \frac{1}{q} = 1, |\arg(1-a)| < \pi, \mu > 0; \)
- \( \Re(\eta) > -\frac{1}{2}, \Re(\delta) > -\frac{1}{2}, \Re(C - A - B) > -1; \)
- \( f \in L_2(0, \infty), \) where \( L_2(0, \infty) \) is a Lebesgue space of measurable real or complex valued functions.

**Remark 4.3.** It may be noted that, if we set, \( b = 0 \) in (51) and (52), we obtain the known operators due to Kalla and Saxena [15, p. 231, Eqs. (1) and (2)]:

\[
I[f(z)] = I(A, B, C; \eta, \mu, \alpha; f(z)) = \frac{\mu z^{-\eta-1}}{\Gamma(1-A)} \int_0^\infty z^F_{1}^{(2, \beta, \mu, \alpha)} \left[ A, B; a t^\mu; b \right] t^\delta \phi(t) dt,
\]

\[
J[f(z)] = J(A, B, C; \delta, \mu, \alpha; f(z)) = \frac{\mu z^\delta}{\Gamma(1-A)} \int_0^\infty z^F_{1}^{(2, \beta, \mu, \alpha)} \left[ A, B; a t^\mu; b \right] t^{-\delta-1} \phi(t) dt.
\]

Similarly, if we set \( C = B, a = 1, b = 0 \) in (51) and (52), we get operators given by Erdélyi [11, p. 217]. In the sequel, if we set \( C = B, \mu = 1, a = 1, b = 0 \) in (51) and (52), we have results due to Kober [19, p. 193].

**Remark 4.4.** It is necessary to point out that our new definitions are very close to their original definitions.

Let us consider the operator (53). We have, for \( f(z) \in L_2(0, \infty), \)

\[
|I[f(z)]| \leq \frac{\mu}{\Gamma(1-A)} \int_0^1 \left| z^F_{1}^{(2, \beta, \mu, \alpha)} \left[ A, B; a t^\mu; b \right] \right| a^{|\Re(\eta)|} \phi(z) du.
\]

From the results of Section 2, it will be not very difficult to see that

\[
|z^F_{1}^{(2, \beta, \mu, \alpha)} \left[ A, B; a t^\mu; b \right] | \leq \frac{\Gamma(C)}{\Gamma(B) \Gamma(C - B)} \sum_{n=0}^\infty |(A)_n| \left| B^F_{\beta, \mu} (B + n, C - B) \right| a^{|\mu|^n} \frac{\Gamma(C)}{n!} 
\]

\[
\leq \frac{\Omega^\beta_{\mu}(b)}{\Gamma(B) \Gamma(C - B)} \sum_{n=0}^\infty |(A)_n| \frac{\Gamma(\Re(B) + n) \Gamma(\Re(C - B))}{\Gamma(\Re(C) + n)} |a^{|\mu|^n} \frac{\Gamma(C)}{n!}
\]

\[
\leq L \cdot z^F_{1}^{(2, \beta, \mu, \alpha)} \left[ A, B; a t^\mu; b \right] \leq \frac{\Gamma(C)}{\Gamma(B) \Gamma(C - B)} \frac{\Gamma(B) \Gamma(C - B)}{a^{|\mu|}}.
\]

where \( \Omega^\beta_{\mu}(b) \) is defined in Corollary 2.5 and

\[
L = \frac{\Gamma(C)}{\Gamma(B) \Gamma(C - B)} \frac{\Gamma(B) \Gamma(C - B)}{a^{|\mu|}}.
\]
If all parameters are real, the expression will be simple. Thus,
\[
|I[f(z)]| \leq \frac{L\mu}{|\Gamma(1-A)|} \int_0^1 2F_1 \left[ \begin{array}{c} |A|, \\ Re(B) \\ Re(C) \end{array} ; |\alpha|/\mu \right] u Re(\eta)|f(zu)|du
\]
\[
= L_1 \cdot I \left[ \begin{array}{c} |A|, Re(B), Re(C) \\ Re(\eta), \mu, |\alpha| \\ |f(z)| \end{array} \right], \quad |f(z)| \in L_p(0, \infty),
\]
where
\[
L_1 = \frac{\Gamma(1 - |A|)}{|\Gamma(1 - A)|} \quad (0 < |A| < 1).
\]
The above inequality illustrates that for some suitable parameters, our new integral operator can be well majorized by its original form.

**Theorem 4.5.** Let \( f(z) \in L_p(0, \infty), 1 \leq p \leq 2 \) (or \( f(z) \in M_p(0, \infty) \) and \( p > 2 \)), \( Re(C - A - B) > 0, \mu > 0 \),
\[
Re(\eta) > \max\left\{ \frac{1}{p} - \frac{1}{q}, \frac{1}{p} + \frac{1}{q} = 1 \right\}, \quad \text{and} \quad |\arg (1 - a)| < \pi.
\]
Then the following Mellin transform formula exists:
\[
\mathfrak{M}\{I[f(z)]\}(s) = \frac{\mu}{\Gamma(1 - A)} \int_0^\infty \int_0^\infty t^{-\eta - 1} \left\{ \int_0^t 2F_1 \left[ \begin{array}{c} A, \\ B, \\ C \end{array} ; a; b \right] t^\eta f(t)dt \right\} dz.
\]
By changing the order of integration, we obtain
\[
\mathfrak{M}\{I[f(z)]\}(s) = \frac{\mu}{\Gamma(1 - A)} \int_0^\infty t^\eta f(t) \left\{ \int_0^\infty \int_0^t 2F_1 \left[ \begin{array}{c} A, \\ B, \\ C \end{array} ; a; b \right] t^\eta f(t) dt \right\} dz.
\]
For convenience, we denote the inner integral in (54) by \( \mathfrak{I} \). Then
\[
\mathfrak{I} = t^{\eta - 1} \int_0^t u^{\eta - s - 1} 2F_1 \left[ \begin{array}{c} A, \\ B, \\ C \end{array} ; au^\mu; b \right] du
\]
\[
= \frac{t^{\eta - 1}}{\mu} \frac{\Gamma \left( \frac{1}{p}(\eta - s + 1) \right)}{\Gamma \left( \frac{1}{p}(\eta - s + 1) + 1 \right)} \sum_{n=0}^\infty \left( \frac{1}{p}(\eta - s + 1) \right)_n \frac{2F_1 \left( A \right)}{n!} \left( B, C - B \right) a^n
\]
\[
= \frac{t^{\eta - 1}}{\mu} \frac{\Gamma \left( \frac{1}{p}(\eta - s + 1) \right)}{\Gamma \left( 1 + \frac{1}{p}(\eta - s + 1) \right)} \frac{\Gamma \left( \frac{1}{p}(\eta - s + 1) + 1 \right)}{2F_1 \left[ \begin{array}{c} A, \\ B, \\ C \end{array} ; a; b \right] t^{\eta - s - 1} \frac{2F_1 \left[ A, \\ B, \\ C \end{array} ; a; b \right]}{ \frac{1}{p}(\eta - s + 1) + 1} \right] a.
\]
The final step above is obtained by applying the Hadamard product. Substituting (55) into (54), the result follows. \( \Box \)

**Proof.** From (51) we easily have by using (29)
\[
\mathfrak{M}\{I[f(z)]\}(s) = \frac{\mu}{\Gamma(1 - A)} \int_0^\infty t^\eta f(t) \left\{ \int_0^\infty \int_0^t 2F_1 \left[ \begin{array}{c} A, \\ B, \\ C \end{array} ; a; b \right] t^\eta f(t) dt \right\} dz.
\]

By following a similar procedure we obtain the following theorem.

**Theorem 4.6.** If \( f(z) \in L_p(0, \infty), 1 \leq p \leq 2 \) (or \( f(z) \in M_p(0, \infty) \) and \( p > 2 \)), \( Re(C - A - B) > 0, \mu > 0 \),
\[
Re(\delta) > \max\left\{ \frac{1}{p} - \frac{1}{q}, \frac{1}{p} + \frac{1}{q} = 1 \right\}, \quad \text{and} \quad |\arg (1 - a)| < \pi,
\]
then we have
\[
\mathfrak{M}\{J[f(z)]\}(s) = \frac{\mu}{\Gamma(1 - A)(s + \delta)} 2F_1 \left[ \begin{array}{c} A, \\ B, \\ C \end{array} ; a; b \right] \frac{2F_1 \left[ A, \\ B, \\ C \end{array} ; a; b \right]}{ \frac{1}{p}(\delta + s + \mu) \right] a} \mathfrak{M}\{f(z)\}(s).
\]

**Definition 4.7.** Define
\[
\Re\{f(z)\} = \frac{2^{\sigma - \delta}}{\Gamma(\sigma)} \int_0^t \frac{2F_1 \left( A, \frac{1}{1 - t} \right)}{2F_1 \left( A, \frac{1}{1 - t} \right)} f(t)dt.
\]
and
\[
\mathcal{K}f(z) = \frac{Z}{\Gamma(\delta)} \int_0^\infty t^{-(\delta+1)}(t-z)^{\delta-1} t^{\frac{1}{\delta}} F_1^{(2,\beta,\rho)} \left[ A, B; C; a \left( \frac{1-z}{t} \right); b \right] f(t) \, dt,
\]
where \( A, B, C, \zeta, \sigma, \delta, a \in \mathbb{C} \text{ (Re}(C) > \text{Re}(B) > 0) \) and \( F_1^{(2,\beta,\rho)} \) denotes the extended Gauss hypergeometric function.

The condition of the validity of the operator (56) and (57) are given below:

- 1 \leq p, q \leq \infty, \frac{1}{p} + \frac{1}{q} = 1, \left| \text{arg} \left( 1 - a \right) \right| < \pi, \mu > 0.
- \text{Re}(\sigma) > -\frac{1}{p}, \text{Re}(\zeta) > -\frac{1}{p}, \text{Re}(\delta) > 0, \text{Re}(C - A - B) > -1.
- \( f \in L_p(0, \infty) \), where \( L_p(0, \infty) \) denotes the Lebesgue space.

**Remark 4.8.** If we set \( b = 0 \) in (56) and (57), we get the known operators introduced by Saxena and Kumbhat [32].

**Theorem 4.9.** If \( f(z) \in L_p(0, \infty), 1 \leq p \leq 2 \) [or \( f(z) \in M_p(0, \infty) \) and \( p > 2 \)], \( \text{Re}(C - A - B) > 0, \mu > 0, \)
\[
\text{Re}(\sigma) > \max \left\{ \frac{1}{p}, \frac{1}{q} \right\}, \quad \frac{1}{p} + \frac{1}{q} = 1, \quad \left| \text{arg} \left( 1 - a \right) \right| < \pi,
\]
then the following Mellin transform formula holds:
\[
\mathfrak{M}\{\mathcal{R}[f(z)]\}(s) = \frac{\Gamma(\sigma - s + 1)}{\Gamma(\delta + \sigma - s + 1)} Z^{-s-1} \int_0^\infty t^{\delta-1} \int_0^t t^{\rho-1} \left[ A, B; C; a \left( \frac{1-t}{z} \right); b \right] f(t) \, dt \, dz.
\]

**Proof.** From (56) we easily get
\[
\mathfrak{M}\{\mathcal{R}[f(z)]\}(s) = \frac{\Gamma(\sigma - s + 1)}{\Gamma(\delta + \sigma - s + 1)} Z^{-s-1} \int_0^\infty t^{\delta-1} \int_0^t t^{\rho-1} \left[ A, B; C; a \left( \frac{1-t}{z} \right); b \right] f(t) \, dt \, dz.
\]
Changing the order of integration, which is permissible under the conditions stated in **Theorem 4.9**, we get
\[
\mathfrak{M}\{\mathcal{R}[f(z)]\}(s) = \frac{1}{\Gamma(\delta)} \int_0^\infty t^{\rho-1} \int_0^t t^{\delta-1} \left[ A, B; C; a \left( \frac{1-t}{z} \right); b \right] f(t) \, dt \, dz.
\]

For convenience, we also denote the inner integral in (58) by \( \mathcal{I} \). Then
\[
\mathcal{I} = t^{\rho-1} \int_0^t t^{\delta-1} \left[ A, B; C; a \left( \frac{1-t}{z} \right); b \right] f(t) \, dt.
\]
Finally by applying the Hadamard product and substituting (59) into (58), we get the desired result. \( \square \)

The same method gives the following theorem.

**Theorem 4.10.** If \( f(z) \in L_p(0, \infty), 1 \leq p \leq 2 \) [or \( f(z) \in M_p(0, \infty) \) and \( p > 2 \)], \( \text{Re}(C - A - B) > 0, \mu > 0, \)
\[
\text{Re}(\sigma) > \max \left\{ \frac{1}{p}, \frac{1}{q} \right\}, \quad \frac{1}{p} + \frac{1}{q} = 1, \quad \text{Re}(\delta) > 0, \quad \text{and} \quad \left| \text{arg} \left( 1 - a \right) \right| < \pi,
\]
then the following Mellin transform formula holds:
\[
\mathfrak{M}\{\mathcal{K}[f(z)]\}(s) = \frac{\Gamma(s + \zeta)}{\Gamma(s + \zeta + \delta)} Z^{-s-1} \int_0^\infty t^{\delta-1} \left[ A, B; C; a \left( \frac{1-t}{z} \right); b \right] f(t) \, dt \, dz.
\]
5. Concluding remarks and observations

As a conclusive remark we point out that the new special functions like $E_{1}^{\alpha,\beta}(x, y)$, $F_{1}^{(\alpha,\beta,\rho,\lambda)}(z, b)$ and $E_{2}^{(\alpha,\beta,\rho,\lambda)}(z, b)$ introduced in this paper should be regarded as a class of continuous analogues (with respect to parameter $b$) of the classical beta function and hypergeometric functions.

The importance of these functions is that they inherit most of the properties of the original functions and provide new relations between different functions. In addition, these new extensions are very compatible with the fractional calculus. Therefore, results of this paper are general in character and give some contributions to the theory of the special function.
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