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Abstract

Integration of periodic functions on the real line with an even rational weight function is considered. A transformation method of such integrals to the integrals on \((-1,1)\) with respect to the Szegő-Bernstein weights and a construction of the corresponding Gaussian quadrature formulas are given. The recursion coefficients in the three-term recurrence relation for the corresponding orthogonal polynomials were obtained in an analytic form. Numerical examples are also included.
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1 Introduction

We consider integrals of \((2\pi)\)-periodic functions over the real line \(\mathbb{R}\),

\[
I(f) = \int_{\mathbb{R}} f(t)w(t) \, dt,
\]
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with a given even rational weight function of the form

\begin{equation}
    w(t) = \frac{P(t^2)}{Q(t^2)},
\end{equation}

where

\begin{equation}
    Q(t) = \prod_{k=1}^{n} (t + b_k^2), \quad 0 < b_1 \leq b_2 \leq \cdots \leq b_n,
\end{equation}

and \( P(t) \) is a polynomial of degree at most \( m < n \), which is nonnegative on the half line \([0, +\infty)\).

The problem (1.1) can be simplified by first obtaining the partial fraction decomposition of (1.2) in the form

\begin{equation}
    w(t) = \sum_{j=1}^{m} \sum_{\nu=1}^{r_j} \frac{C_{j\nu}}{(t^2 + b_j^2)^\nu},
\end{equation}

where the sum is over all pairs of conjugate complex poles \( \pm ib_j \) of \( Q(t^2) \), with corresponding multiplicities \( r_j \) \((j = 1, \ldots, m)\). Here, \( \sum_{j=1}^{m} r_j = n \).

Thus, without loss of generality we can consider only weights of the form

\begin{equation}
    w_\nu(t) = w_\nu(t; b) = \frac{1}{(t^2 + b^2)^\nu}, \quad (\nu \geq 1)
\end{equation}

i.e., integrals

\begin{equation}
    I_\nu(f) = I_\nu(f; b) = \int_{\mathbb{R}} \frac{dt}{(t^2 + b^2)^\nu}, \quad (b > 0, \ \nu \geq 1).
\end{equation}

The paper is organized as follows. In Section 2 we develop a transformation method for reducing the previous integrals \( I_\nu(f; b) \) to the integrals on \((-1, 1)\) with respect to the Szegő-Bernstein weights. Section 3 is devoted to the corresponding Gaussian formulas. For appropriate values of \( \nu \) we obtain the explicit expressions for the recursion coefficients in the three-term-recurrence relation for the corresponding (monic) orthogonal polynomials. Finally, some numerical examples are considered in Section 4.
2 Reduction of integrals to a finite interval

In this section we will show how to reduce the integral (1.4) to an integral on the finite interval. For this purpose we need the sum of the following series

\[ W_\nu(\tau) = W_\nu(\tau; b) = \sum_{k=-\infty}^{+\infty} w_\nu(2k\pi + \tau) = \sum_{k=-\infty}^{+\infty} \frac{1}{[(2k\pi + \tau)^2 + b^2]^{\nu}}. \quad (2.1) \]

Since (cf. [6, p. 685])

\[ \sum_{k=-\infty}^{+\infty} \frac{1}{(k+\alpha)^2 + \beta^2} = \frac{\pi}{\beta} \cdot \frac{\sinh 2\pi\beta}{\cosh 2\pi\beta - \cos 2\pi\alpha}, \]

in the simplest, but the most important case \( \nu = 1 \), for \( 2\pi\alpha = \tau \) and \( 2\pi\beta = b \), we obtain

\[ W_1(\tau) = W_1(\tau; b) = \frac{\sinh b}{2b} \cdot \frac{1}{\cosh b - \cos \tau}. \quad (2.2) \]

In a general case we can prove:

**Lemma 2.1** Let \( w_\nu \) be given by (1.3), \( \xi^\pm = -((\tau \pm ib)/(2\pi)) \), and \( \zeta = -\xi^\pm \). Then

\[ W_\nu(\tau) = -\frac{(2\pi)^{1-2\nu}}{2(\nu - 1)!} \left\{ \lim_{z \to \xi^+} \frac{d^{\nu-1}}{dz^{\nu-1}} \left[ \frac{\cot \pi z}{(z + \zeta)^\nu} \right] \right. \]
\[ + \left. \lim_{z \to \xi^-} \frac{d^{\nu-1}}{dz^{\nu-1}} \left[ \frac{\cot \pi z}{(z + \zeta)^\nu} \right] \right\}. \quad (2.3) \]

The proof of this result can be done by an integration of the function \( z \mapsto g(z) = \pi \cot(\pi z)w_\nu(2\pi z + \tau) \) over the rectangular contour \( C_N \) with vertices at the points \((N + \frac{1}{2})(\pm 1 \pm i)\), where \( N \in \mathbb{N} \) is such that the poles \( \xi^\pm \) of the function \( g \) are inside of \( C_N \). Then, taking \( N \to +\infty \), the corresponding integral over \( C_N \) tends to zero, because \( w_\nu(z) = O(1/z^{2\nu}) \) when \( z \to \infty \). Then, by Cauchy’s residue theorem, we get

\[ W_\nu(\tau) = \sum_{k=-\infty}^{+\infty} w_\nu(2k\pi + \tau) = - \left( \text{Res}_{z=\xi^+} g(z) + \text{Res}_{z=\xi^-} g(z) \right), \]

i.e., (2.3).
For \( \nu = 1 \), (2.3) reduces to (2.2). When \( \nu = 2 \) we have

\[
W_2(\tau) = \frac{b \cosh b - \sinh b}{4b^3} \cdot \frac{\cos \tau + a}{(\cosh b - \cos \tau)^2},
\]

where

\[
a = \frac{\sinh 2b - 2b}{2b \cosh b - 2 \sinh b}.
\]

Using Mathematica package:

\[
\text{In}[1] := g[z_, t_, b_, n_] := \Pi \cot[\Pi z]/((2\Pi z + t)^2 + b^2)^n
\]

\[
\text{In}[2] := \text{suma}[t_, b_, n_] := -(\text{Residue}[g[z, t, b, n],\{z, -(t + I b)/(2\Pi)\}]
\]
\[
+ \text{Residue}[g[z, t, b, n],\{z, -(t - I b)/(2\Pi)\}])
\]

\[
\text{In}[3] := \text{pol}[t_, b_, n_] := \text{ComplexExpand[suma}[t, b, n]]*(\text{Cosh}[b] - \text{Cos}[t])^n//\text{Simplify}
\]

we can suspect the following form of our sum

\[
W_\nu(\tau) = \frac{p_\nu(\cos \tau)}{(\cosh b - \cos \tau)^\nu},
\]

where \( p_\nu(x) \) is an algebraic polynomial. Indeed, we can prove the following result:

**Theorem 2.2** Let \( x = \cos \tau \) and \( c = \cosh b \). Then

\[
W_\nu(\tau) = W_\nu(\tau; b) = \frac{p_\nu(x)}{(c - x)^\nu} \quad (\nu = 1, 2, \ldots),
\]

(2.4)

where \( p_\nu(x) = p_\nu(x; b) \) is a nonnegative polynomial on \([-1, 1]\) of degree \( \nu - 1 \). These polynomials satisfy the recurrence relation

\[
p_{\nu+1}(x) = \frac{1}{2b^\nu} \left\{ \nu \sqrt{c^2 - 1} p_\nu(x) - (c - x) \frac{\partial p_\nu(x)}{\partial b} \right\},
\]

(2.5)

where \( p_1(x) = \sqrt{c^2 - 1}/(2b) \).

**Proof.** We start with (2.2) written in the form \((c - x)W_1(\tau) = p_1(x)\), where

\[
p_1(x) = \frac{\sinh b}{2b} = \frac{\sqrt{c^2 - 1}}{2b}, \quad x = \cos \tau, \ c = \cosh b.
\]

Thus, the formula (2.4) is true for \( \nu = 1 \).
Suppose that (2.4) holds for some $\nu (\geq 1)$. Then, differentiating 
\[(c - x)^\nu W_\nu (\tau) = p_\nu (x)\]
with respect to $b$, we get
\[\nu(c - x)^{\nu - 1} \frac{dc}{db} W_\nu (\tau) + (c - x)^\nu \frac{\partial W_\nu (\tau)}{\partial b} = \frac{\partial p_\nu (x)}{\partial b},\]
from which it follows
\[\nu \sqrt{c^2 - 1}(c - x)^\nu W_\nu (\tau) - 2b \nu (c - x)^{\nu + 1} W_{\nu + 1} (\tau) = (c - x) \frac{\partial p_\nu (x)}{\partial b},\]
i.e.,
\[(c - x)^{\nu + 1} W_{\nu + 1} (\tau) = \frac{1}{2b \nu} \left\{ \nu \sqrt{c^2 - 1} p_\nu (x) - (c - x) \frac{\partial p_\nu (x)}{\partial b} \right\} =: p_{\nu + 1} (x).\]

Thus, the result is proved. $\Box$

We are ready now to give a transformation of the integral (1.3) to one on a finite interval. Putting $t = 2k\pi + \tau$ and using the periodicity of the function $f$,
\[f(t) = f(2k\pi + \tau) = f(\tau),\]
we have
\[I_\nu (f) = I_\nu (f; b) = \sum_{k=\infty}^{\infty} \int_{(2k-1)\pi}^{(2k+1)\pi} f(t) w_\nu (t) \, dt\]
\[= \sum_{k=\infty}^{\infty} \int_{-\pi}^{\pi} f(\tau) w_\nu (2k\pi + \tau) \, d\tau\]
\[= \int_{-\pi}^{\pi} f(\tau) \left( \sum_{k=\infty}^{\infty} w_\nu (2k\pi + \tau) \right) \, d\tau,\]
because of the uniform convergence of the series (2.1). Thus,
\[I_\nu (f) = \int_{-\pi}^{\pi} f(\tau) W_\nu (\tau) \, d\tau,\]
where $W_\nu(\tau)$ is defined by (2.1) and given by (2.4). We see that $W_\nu(-\tau) = W_\nu(\tau)$, i.e., $W_\nu$ is an even weight function.

Because of the last property of the weight function, we have

$$I_\nu(f) = I_\nu(f; b) = \int_{-\pi}^{0} f(\tau)W_\nu(\tau) \, d\tau + \int_{0}^{\pi} f(\tau)W_\nu(\tau) \, d\tau = \int_{0}^{\pi} (f(\tau) + f(-\tau))W_\nu(\tau) \, d\tau.$$  

Changing the variables $\cos \tau = x$ and putting

$$f(\tau) + f(-\tau) = F(\cos \tau),$$

we get the following result:

**Theorem 2.3** The integral (1.3) can be transformed to the form

$$I_\nu(f) = I_\nu(f; b) = \int_{-1}^{1} F(x) \frac{p_\nu(x)}{(c - x)\nu} \cdot \frac{dx}{\sqrt{1 - x^2}},$$

(2.7)

where $c = \cosh b$, $p_\nu(x)$ is a polynomial determined by the recurrence relation (2.5), and $F$ is defined by (2.6).

3 Gaussian type formulae for Szegő-Bernstein weights

In order to evaluate the integral (2.7) it would seem more natural and simpler to apply the Gauss-Chebyshev quadrature formula, i.e., taking $x \mapsto \Phi(x) = F(x)p_\nu(x)/(c - x)\nu$ ($c > 1$) as an integrating function with respect to the Chebyshev weight $v_0(x) = (1 - x^2)^{-1/2}$.

In this case, when for some $r \geq 1$ the function $F$ satisfies the condition $\int_{-1}^{1} F^{(r)}(x)(\sqrt{1 - x^2})^{(r-1)} \, dx < +\infty$, the error $R_n(\Phi)v_0$ of the $n$-point Gauss-Chebyshev quadrature can be estimated as follows (see [5])

$$|R_n(\Phi)v_0| \leq \frac{A}{n^r} \int_{-1}^{1} \left| \frac{d^r}{dx^r} \left[ \frac{F(x)p_\nu(x)}{(c - x)\nu} \right] \right| (1 - x^2)^{(r-1)/2} \, dx,$$
where $A > 0$ is a constant independent on $\Phi$ and $n$. Hence, when $c > 1$ is very close to 1, even if the integrand is bounded, it gives a very large bound.

On the contrary, if we take $v_\nu(x) = (1 - x^2)^{-1/2} / (c - x)^\nu$ as a weight function (Szegö-Bernstein weight), then the error of the corresponding Gaussian formula is bounded as follows

$$|R_n(\Psi)| \leq \frac{B}{n^r} \int_{-1}^{1} \left| \frac{d}{dx} [F(x)p_\nu(x)] \right| (1 - x^2)^{(r-1)/2} \frac{dx}{(c - x)^\nu},$$

where $B > 0$ is a constant independent on $\Psi (\Psi(x) = F(x)p_\nu(x))$ and $n$. It is clear that the last integral is much smaller than the previous one. Also, some numerical evidences confirm this argument (see Section 4).

Thus, for evaluating the integral (2.7) it is more convenient to construct the Gaussian quadratures

$$\int_{-1}^{1} \Psi(x) d\lambda_\nu(x) = \sum_{k=1}^{n} A_k^{(n)} \Psi(x_k^{(n)}) + R_n(\Psi)_\nu, \quad R_n(\mathcal{P}_{2n-1})_\nu \equiv 0, \quad (3.1)$$

for the measure

$$d\lambda_\nu(x) = v_\nu(x) dx = \frac{dx}{(c - x)^\nu \sqrt{1 - x^2}} \quad (\nu \geq 1), \quad (3.2)$$

where the function $\Psi$ includes the algebraic polynomial $p_\nu(x)$, i.e., $\Psi(x) = F(x)p_\nu(x)$. Here, $\mathcal{P}_{2n-1}$ denotes the set of all polynomials of degree at most $2n - 1$.

It is well-known that the corresponding orthogonal polynomials $\pi_{n,\nu}(x)$ for the measure (3.2) can be calculated explicitly provided $\nu < 2n$ (cf. Szegö [7, p. 31]). On the other side, there is a nonlinear algorithm to produce the recursion coefficients in the three-term recurrence relation for the monic polynomials $\pi_{n,\nu}(x)$,

$$\pi_{n+1,\nu}(x) = (x - \alpha_n^{(\nu)}) \pi_{n,\nu}(x) - \beta_n^{(\nu)} \pi_{n-1,\nu}(x), \quad n \geq 0, \quad (3.3)$$

$$\pi_{0,\nu}(x) = 1, \quad \pi_{-1,\nu}(x) \quad (\beta_0^{(\nu)} = m_0^{(\nu)} = \int_{-1}^{1} d\lambda_\nu(x))$$

in terms of ones for the polynomials $\pi_{n,\nu-1}(x)$ orthogonal with respect to the measure $d\lambda_{\nu-1}(x) = d\lambda_\nu(x)/(c - x)$. However, such an algorithm is quite numerically unstable unless $c$ is very close to the support interval of the measure (see Gautschi [3, p. 102]). Two numerical algorithms for this purpose were also
discussed in [1]. Our goal in this paper is to find analytic expressions for the recursion coefficients for some appropriate values of \( \nu \).

Knowing these coefficients, \( \alpha_k^{(\nu)} \), \( \beta_k^{(\nu)} \), \( k \geq 0 \), one can easily obtain the \( n \)-point Gaussian quadrature formula (3.1) for any \( n \). The nodes \( x_k^{(n)} \), indeed, are the eigenvalues of the symmetric (tridiagonal) Jacobi matrix

\[
J_n(\,d\lambda_\nu,) = \begin{bmatrix}
\alpha_0^{(\nu)} & \sqrt{\beta_1^{(\nu)}} & & & \\
\sqrt{\beta_1^{(\nu)}} & \alpha_1^{(\nu)} & \sqrt{\beta_2^{(\nu)}} & & \\
& \sqrt{\beta_2^{(\nu)}} & \alpha_2^{(\nu)} & \ddots & \\
& & \ddots & \ddots & \sqrt{\beta_{n-1}^{(\nu)}} \\
& & & \sqrt{\beta_{n-1}^{(\nu)}} & \alpha_{n-1}^{(\nu)} \end{bmatrix},
\]

while the weights (Christoffel numbers) \( A_k^{(n)} \) are given by \( A_k^{(n)} = \beta_0^{(\nu)} v_k^2 \) in terms of the first components \( v_{k,1} \) of the corresponding normalized eigenvectors (cf. Gautschi [2, §5.1] and Golub and Welsch [4]).

Firstly, we introduce the modified moments for \( d\lambda_\nu(x) \) by the orthogonal polynomials \( \pi_{n,\nu-1}(x) \),

\[
m_n^{(\nu)} = \int_{-1}^{1} \pi_{n,\nu-1}(x) \, d\lambda_\nu(x) = \int_{-1}^{1} \frac{\pi_{n,\nu-1}(x) \, dx}{(c - x)^\nu \sqrt{1 - x^2}} \quad (n \geq 0). \tag{3.4}
\]

Notice that \( \pi_{n,0}(x) \) are the monic Chebyshev polynomials of the first kind \( T_n(x) \) (\( T_0(x) = 1 \), \( T_n(x) = 2^{1-n} \cos(n \arccos x) \), \( n \geq 1 \)).

It is easy to prove the following auxiliary result:

**Lemma 3.1** For the first moment we have

\[
m_0^{(\nu)} = \int_{-1}^{1} \frac{dx}{(c - x)^\nu \sqrt{1 - x^2}} = \frac{\pi Q_{\nu-1}(c)}{(c^2 - 1)^{\nu-1/2}},
\]

where

\[Q_\nu(c) = \frac{1}{\nu} \left[ (2\nu - 1) c Q_{\nu-1}(c) - (c^2 - 1) Q'_{\nu-1}(c) \right], \quad Q_0(c) = 1.\]
Thus, we find
\[ Q_1(c) = c, \quad Q_2(c) = c^2 + \frac{1}{2}, \quad Q_3(c) = c^3 + \frac{3}{2} c, \quad Q_4(c) = c^4 + 3c^2 + \frac{3}{8}, \] etc.

According to [6, p. 415] we have
\[ Q_\nu(c) = (c^2 - 1)^{\nu/2} P_\nu \left( \frac{c}{\sqrt{c^2 - 1}} \right), \]
where \( P_\nu \) is the Legendre polynomial of the order \( \nu \).

In order to get connection with the Chebyshev measure \( d\lambda_0(x) \) it is convenient to put \( Q_{-1}(c) = (c^2 - 1)^{-1/2} \). Then it gives \( m_0^{(0)} = \pi \).

Now, we can prove:

**Theorem 3.2** The polynomials \( \pi_{n,\nu}(x) \) can be expressed in terms of polynomials \( \{\pi_{k,\nu-1}(x)\} \) in the form
\[ \pi_{n,\nu}(x) = \pi_{n,\nu-1}(x) - q_1^{(\nu)} \pi_{n-1,\nu-2}(x), \] (3.5)
where \( q_1^{(\nu)} = m_{n+1}^{(\nu)} - m_n^{(\nu)} \) and the moments \( m_n^{(\nu)} \) are given by (3.4).

If \( \alpha_n^{(\nu-1)} \) and \( \beta_n^{(\nu-1)} \) are the recursion coefficients in (3.3) for polynomials \( \{\pi_{n,\nu-1}(x)\} \), and
\[ r_\nu = \frac{m_0^{(\nu-1)}}{m_n^{(\nu)}} = (c^2 - 1) \left( \frac{Q_{\nu-2}(c)}{Q_{\nu-1}(c)} \right), \] (3.6)
where the polynomials \( Q_\nu(c) \) are defined in Lemma 3.1, then
\[ q_1^{(\nu)} = c - \alpha_0^{(\nu-1)} - r_\nu, \quad q_n^{(\nu)} = c - \alpha_n^{(\nu-1)} - \frac{\beta_n^{(\nu-1)}}{q_n^{(\nu)}} (n \geq 1). \] (3.7)

The coefficients in (3.3) are given by
\[ \alpha_0^{(\nu)} = \alpha_0^{(\nu-1)} + q_1^{(\nu)}, \quad \alpha_n^{(\nu)} = \alpha_n^{(\nu-1)} + q_{n+1}^{(\nu)} - q_n^{(\nu)} (n \geq 1) \]
and \( \beta_0^{(\nu)} = m_0^{(\nu)} = \pi Q_{\nu-1}(c)/(c^2 - 1)^{\nu-1/2} \),
\[ \beta_n^{(\nu)} = \beta_n^{(\nu-1)} + q_n^{(\nu)} \left[ \alpha_n^{(\nu-1)} - \alpha_{n-1}^{(\nu-1)} + q_{n+1}^{(\nu)} - q_n^{(\nu)} \right] (n \geq 1). \]
Alternatively,

\[
\beta_n^{(\nu)} = \beta_{n-1}^{(\nu-1)} \frac{q_n^{(\nu)}}{q_{n-1}^{(\nu)}} \quad (n \geq 2).
\]

**Proof.** Putting

\[
\pi_{n,\nu}(x) = \pi_{n,\nu-1}(x) - \sum_{k=0}^{n-1} q_{n,k}^{(\nu)} \pi_{k,\nu-1}(x)
\]

and using the inner product with respect to the measure \(d\lambda_{\nu-1}\),

\[
(f,g)_{\nu-1} = \int_{-1}^{1} f(x)g(x) \, d\lambda_{\nu-1};
\]

because of orthogonality, we obtain that for each \(0 \leq i \leq n-2\),

\[
(\pi_{n,\nu}, \pi_{i,\nu-1})_{\nu-1} = -q_{n,i}^{(\nu)} (\pi_{i,\nu-1}, \pi_{i,\nu-1})_{\nu-1}
\]

and

\[
(\pi_{n,\nu}, \pi_{i,\nu-1})_{\nu-1} = \int_{-1}^{1} (c - x) \pi_{n,\nu}(x) \pi_{i,\nu-1}(x) \, d\lambda_{\nu}(x)
\]

\[
= -\int_{-1}^{1} \pi_{n,\nu}(x) \, d\lambda_{\nu}(x) \pi_{i,\nu-1}(x)) \, d\lambda_{\nu}(x) = 0.
\]

Thus, we conclude that \(q_{n,i}^{(\nu)} = 0\) for such values of \(i\) and the formula (3.5) is true, where we put \(q_{n,n-1}^{(\nu)} \equiv q_n^{(\nu)}\).

From (3.5), because of orthogonality

\[
0 = (\pi_{n,\nu}, 1)_{\nu} = (\pi_{n,\nu-1}, 1)_{\nu} - q_{n,0}^{(\nu)} (\pi_{n-1,\nu-1}, 1)_{\nu},
\]

we get \(q_n^{(\nu)} = m_n^{(\nu)}/m_{n-1}^{(\nu)}\), where the modified moments are defined by (3.4).

Using the recurrence relation for polynomials \(\{\pi_{n,\nu-1}(x)\}\) we find that

\[
m_{n+1}^{(\nu)} = (c - a_{n}^{(\nu-1)}) m_{n}^{(\nu)} - \beta_{n}^{(\nu-1)} m_{n-1}^{(\nu)} - \int_{-1}^{1} \pi_{n,\nu-1}(x) \, d\lambda_{\nu-1},
\]
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which gives
\[ m_1^{(\nu)} = (c - \alpha_0^{(\nu-1)}) m_0^{(\nu)} - m_0^{(\nu-1)} \]
and
\[ m_{n+1}^{(\nu)} = (c - \alpha_n^{(\nu-1)}) m_n^{(\nu)} - \beta_n^{(\nu-1)} m_{n-1}^{(\nu)} \quad (n \geq 1). \]

These equalities give (3.7).

Finally, changing \( \pi_{k,\nu}(x) \) \((k = n - 1, n, n + 1)\) in the recurrence relation (3.3) by (3.5) and using the corresponding relation for polynomials \( \{\pi_{k,\nu-1}(x)\} \) we get for \( n \geq 2 \)

\[
\pi_{n+1,\nu-1}(x) = \left( x - \alpha_n^{(\nu)} + q_{n+1}^{(\nu)} - q_n^{(\nu)} \right) \pi_{n,\nu-1}(x) \\
- \left( \beta_n^{(\nu)} - q_n^{(\nu)} \alpha_n^{(\nu)} + q_n^{(\nu-1)} \alpha_{n-1}^{(\nu)} \right) \pi_{n-1,\nu-1}(x) \\
+ \left( \beta_n^{(\nu)} q_{n-1}^{(\nu)} - \beta_{n-1}^{(\nu-1)} q_n^{(\nu-1)} \right) \pi_{n-2,\nu-1}(x).
\]

Comparing with the recurrence relation for \( \{\pi_{n,\nu-1}(x)\} \) we obtain formulas for the recursion coefficients. The case \( n = 1 \) should be considered separately. □

Notice that in Chebyshev case \( (\nu = 0) \) we have
\[ \alpha_n^{(0)} = 0 \quad (n \geq 0), \quad \beta_0^{(0)} \equiv \pi, \quad \beta_1^{(0)} = \frac{1}{2}, \quad \beta_n^{(0)} = \frac{1}{4} \quad (n \geq 2). \]

Also, from (3.6) it follows
\[ r_1 = \sqrt{c^2 - 1}, \quad r_2 = \frac{c^2 - 1}{c}, \quad r_3 = \frac{c(c^2 - 1)}{c^2 + \frac{1}{2}}, \quad r_4 = \frac{(c^2 + \frac{1}{2})(c^2 - 1)}{c^3 + \frac{3}{2}c}, \] etc.

Now, using the previous theorem we give explicit expressions for recursion coefficients for some important special cases, where \( c = \cosh b \).

**Case \( \nu = 1 \).** Here we have \( q_1^{(1)} = e^{-b}, \quad q_n^{(1)} = \frac{1}{2} e^{-b} \quad (n \geq 2) \), and the recursion coefficients
\[ \alpha_0^{(1)} = e^{-b}, \quad \alpha_1^{(1)} = -\frac{1}{2} e^{-b}, \quad \alpha_n^{(1)} = 0 \quad (n \geq 2); \]
\[ \beta_0^{(1)} \equiv \frac{\pi}{\sinh b}, \quad \beta_1^{(1)} = \frac{1}{2} (1 - e^{-2b}), \quad \beta_n^{(1)} = \frac{1}{4} \quad (n \geq 2). \]
Case $\nu = 2$. Here, $q^{(2)}_1 = e^{-b} \tanh b$, $q^{(2)}_n = \frac{1}{2} e^{-b} (n \geq 2)$, and

$$\alpha^{(2)}_0 = \frac{1}{\cosh b}, \quad \alpha^{(2)}_1 = -e^{-b} \tanh b, \quad \alpha^{(2)}_n = 0 \quad (n \geq 2);$$

$$\beta^{(2)}_0 = \frac{\pi \cosh b}{\sinh^2 b}, \quad \beta^{(2)}_1 = \frac{1}{2} \left(1 - e^{-2b}\right) \tanh^2 b, \quad \beta^{(2)}_2 = \frac{1}{4} \left(1 + e^{-2b}\right),$$

and $\beta^{(2)}_n = \frac{1}{4} \quad (n \geq 3)$.

Case $\nu = 3$. Here, $q^{(3)}_1 = \sinh b \tanh b/(2 + \cosh(2b))$, $q^{(3)}_2 = e^{-2b} \cosh b$, $q^{(3)}_n = \frac{1}{2} e^{-b} (n \geq 3)$, and

$$\alpha^{(3)}_0 = \frac{3 \cosh b}{2 + \cosh(2b)}, \quad \alpha^{(3)}_1 = e^{-2b} \cosh b + \left(e^{-b} + \frac{\sinh b}{2 + \cosh(2b)}\right) \tanh b,$$

$$\alpha^{(3)}_2 = \frac{1}{2} e^{-3b}, \quad \alpha^{(3)}_n = 0 \quad (n \geq 3);$$

$$\beta^{(3)}_0 = \frac{\pi \left(\cosh^2 b + \frac{1}{2}\right)}{\sinh^3 b}, \quad \beta^{(3)}_1 = \frac{(1 - e^{-2b})^4}{2(1 - 4e^{-2b} + e^{-4b})^2},$$

$$\beta^{(3)}_2 = \frac{1}{4} \left(1 + 3e^{-2b} - 3e^{-4b} - e^{-6b}\right), \quad \beta^{(3)}_n = \frac{1}{4} \quad (n \geq 3).$$

As we can see the recurrence coefficients for polynomials $\pi_{n,\nu}(x)$ reduce to the corresponding coefficients for Chebyshev polynomials for $n \geq n_0 \quad (n \in \mathbb{N})$. Precisely, calculations show that

$$\alpha^{(\nu)}_n = \alpha^{(0)}_n = 0 \quad n \geq \left[\frac{\nu + 1}{2}\right] + 1$$

and

$$\beta^{(\nu)}_n = \beta^{(0)}_n = \frac{1}{4} \quad n \geq \left[\frac{\nu}{2}\right] + 1.$$

4 Numerical examples

In order to illustrate the presented transformation method, we consider in this section a few numerical examples. All computations were done in D-arithmetic on the WORKSTATION DIGITAL Ultimate Alpha 533au2 (with machine precision $\approx 2.22 \times 10^{-16}$).
Fig. 4.1. The periodic function \( f(t) \) (left); The function \( F(x) \) obtained by transformation (2.6) (right)

**Example 4.1** Consider integrals of the form

\[
I_\nu(f; b) = \int_{-\infty}^{+\infty} \frac{2 \sin 2t - 1}{3 + 2 \cos 3t} \cdot e^{-\cos 2t} \cdot \frac{e^{\cos 2t}}{(t^2 + b^2)^\nu} \, dt \quad (\nu \geq 1).
\]

The function

\[ f(t) = \frac{2 \sin 2t - 1}{3 + 2 \cos 3t} e^{-\cos 2t} \]

is \((2\pi)\)-periodic and its graph on the interval \([-\pi, \pi]\) is displayed in Fig. 4.1.

Since

\[ f(\tau) + f(-\tau) = -\frac{2 e^{-\cos 2\tau}}{3 + 2 \cos 3\tau}, \]

putting \( x = \cos \tau \) and using (2.6) we find

\[ F(x) = F(\cos \tau) = f(\tau) + f(-\tau) = \frac{-2e^{1-2x^2}}{3 - 6x + 8x^3} \]

and, according to (2.7),

\[
I_\nu(f; b) = \int_{-1}^{1} F(x) \frac{\pi_\nu(x)}{(c-x)\nu} \frac{dx}{\sqrt{1-x^2}},
\]

where \( c = \cosh b \).

Let \( \nu = 1 \). Applying Gaussian quadratures with the Chebyshev weight (ChW) for \( n = 5(5)50 \) and taking \( b = 10^m \) \((m = -2, -1, 0)\) we get approximations of \( I_1(f; b) \) with relative errors given in Table 4.1. Numbers in parentheses indicate decimal exponents.

Taking Gaussian quadratures for \( n = 5(5)50 \), with Szegö-Bernstein weight (SBW), \( v_1(x) = (1-x^2)^{-1/2}/(c-x) \), the corresponding errors are also presented.
in the same table. The corresponding exact values of \( I_1(f;b) \) are obtained using Gaussian quadratures with SBW in Q-arithmetic (machine precision \( \approx 1.93 \times 10^{-34} \)):

\[
I_1(f;0.01) = -0.2586588216241823127882 \ldots \times 10^2 \quad (c = 1.0000500 \ldots), \\
I_1(f;0.10) = -0.496801287796286228355 \ldots \times 10^1 \quad (c = 1.0050041 \ldots), \\
I_1(f;1.00) = -0.1673215409745331112726 \ldots \times 10^1 \quad (c = 1.5430806 \ldots).
\]

Table 4.1

Relative errors in Gaussian approximations of the integral \( I_1(f;b) \) with respect to the Chebyshev weight (ChW) and the Szegő-Bernstein weight (SBW)

<table>
<thead>
<tr>
<th>( b )</th>
<th>( b = 0.01 )</th>
<th>( b = 0.1 )</th>
<th>( b = 1.0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>ChW</td>
<td>SBW</td>
<td>ChW</td>
</tr>
<tr>
<td>5</td>
<td>8.4(-1)</td>
<td>1.3(-2)</td>
<td>2.2(-1)</td>
</tr>
<tr>
<td>10</td>
<td>8.0(-1)</td>
<td>2.4(-4)</td>
<td>1.1(-1)</td>
</tr>
<tr>
<td>15</td>
<td>7.6(-1)</td>
<td>1.1(-5)</td>
<td>4.3(-2)</td>
</tr>
<tr>
<td>20</td>
<td>7.2(-1)</td>
<td>9.0(-7)</td>
<td>1.6(-2)</td>
</tr>
<tr>
<td>25</td>
<td>6.7(-1)</td>
<td>1.6(-8)</td>
<td>6.0(-3)</td>
</tr>
<tr>
<td>30</td>
<td>6.3(-1)</td>
<td>7.4(-10)</td>
<td>2.2(-3)</td>
</tr>
<tr>
<td>35</td>
<td>5.9(-1)</td>
<td>5.9(-11)</td>
<td>8.2(-4)</td>
</tr>
<tr>
<td>40</td>
<td>5.5(-1)</td>
<td>1.0(-12)</td>
<td>3.0(-4)</td>
</tr>
<tr>
<td>45</td>
<td>5.2(-1)</td>
<td>4.8(-14)</td>
<td>1.1(-4)</td>
</tr>
<tr>
<td>50</td>
<td>4.8(-1)</td>
<td>4.7(-15)</td>
<td>4.1(-5)</td>
</tr>
</tbody>
</table>

As can be seen, for smaller values of \( b \) (\( c \) is close to 1) the Gauss-Chebyshev quadratures (ChW) cannot be used directly. When \( b \) increases the both quadratures become comparable. However, by writing \( I_1(f;b) \) in the form

\[
I_1(f;b) = \frac{\pi}{2b} F(c) - \frac{\sinh b}{2b} \int_{-1}^{1} \frac{F(c) - F(x)}{c - x} \frac{dx}{\sqrt{1 - x^2}},
\]

the Gauss-Chebyshev quadratures can be applied directly.

Consider now the case \( \nu = 2 \), with the functions \( \phi_k \) and the corresponding weights \( v_k \) (\( k = 0, 1, 2 \)), where

\[
\phi_k(x) = \frac{F(x)p_2(x)}{(c - x)^{2-k}}, \quad v_k(x) = \frac{1}{(c - x)^k \sqrt{1 - x^2}}.
\]
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Applying the Gaussian quadratures with the Chebyshev weight ChW \((k = 0)\) and the Szegő-Bernstein weights SBW \(_1 (k = 1)\) and SBW \(_2 (k = 2)\) we get approximations of the integral \(I_2(f; b)\). The exact values of this integral for some selected \(b\) are:

\[
I_2(f; 0.01) = -0.1156183821140487028202 \ldots \times 10^6, \\
I_2(f; 0.10) = -0.1214706913588412300593 \ldots \times 10^3.
\]

The relative errors in Gaussian approximations for \(n = 5(5)50\) are presented in Table 4.2.

**Table 4.2**

Relative errors in Gaussian approximations of the integral \(I_2(f; b)\) with respect to the Chebyshev weight (ChW) and to the Szegő-Bernstein weights (SBW\(_1\) and SBW\(_2\))

<table>
<thead>
<tr>
<th>(b)</th>
<th>ChW</th>
<th>SBW(_1)</th>
<th>SBW(_2)</th>
<th>b = 0.01</th>
<th>ChW</th>
<th>SBW(_1)</th>
<th>SBW(_2)</th>
<th>b = 0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.0(0)</td>
<td>9.1(−1)</td>
<td>5.5(−7)</td>
<td>8.9(−1)</td>
<td>3.7(−1)</td>
<td>1.1(−3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.0(0)</td>
<td>8.3(−1)</td>
<td>1.0(−7)</td>
<td>6.2(−1)</td>
<td>1.4(−1)</td>
<td>6.7(−5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1.0(0)</td>
<td>7.5(−1)</td>
<td>4.7(−9)</td>
<td>3.4(−1)</td>
<td>5.0(−2)</td>
<td>4.3(−6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>9.9(−1)</td>
<td>6.8(−1)</td>
<td>1.9(−11)</td>
<td>1.6(−1)</td>
<td>1.9(−2)</td>
<td>6.4(−8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>9.9(−1)</td>
<td>6.1(−1)</td>
<td>4.6(−12)</td>
<td>7.4(−2)</td>
<td>6.8(−3)</td>
<td>4.4(−9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>9.8(−1)</td>
<td>5.5(−1)</td>
<td>2.6(−12)</td>
<td>3.2(−2)</td>
<td>2.5(−3)</td>
<td>2.8(−10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>9.7(−1)</td>
<td>5.0(−1)</td>
<td>2.3(−12)</td>
<td>1.3(−2)</td>
<td>9.2(−4)</td>
<td>4.3(−12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>9.6(−1)</td>
<td>4.5(−1)</td>
<td>2.3(−12)</td>
<td>5.6(−3)</td>
<td>3.4(−4)</td>
<td>3.1(−13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>9.5(−1)</td>
<td>4.1(−1)</td>
<td>2.3(−12)</td>
<td>2.3(−3)</td>
<td>1.2(−4)</td>
<td>1.4(−15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>9.3(−1)</td>
<td>3.7(−1)</td>
<td>2.3(−12)</td>
<td>9.2(−4)</td>
<td>4.6(−5)</td>
<td>2.0(−14)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The advantage of quadrature formulas for \(k = 2\) (in this case \(\nu = 2\)) is evident. When \(b\) increases all quadratures give similar results.

**Example 4.2** Consider now the integral (1.4), with a nonanalytic function \(f(t) = |\cos(t/2)|^{2\alpha} (\alpha > 0)\). After the transformation we obtain the integral

\[
J(\alpha) = A \int_{-1}^{1} \left( \frac{1 + x}{2} \right)^{\alpha} \frac{dx}{(c - x)\sqrt{1 - x^2}},
\]

where \(A = 2p_1(x) = \sinh b/b\).

In order to evaluate this integral, we apply Gaussian rule in \(n\) points with
Fig. 4.2. Relative errors in Gaussian approximations with $n = 5$ (upper curve) and $n = 20$ nodes (lower curve) for $0 \leq \alpha < 4.5$.

Szegő-Bernstein weight ($\nu = 1$). A typical behaviour of the relative error $r_n$ of Gaussian approximations with respect to the parameter $\alpha$ ($0 \leq \alpha < 4.5$) is displayed in Figure 4.2 in the log-scale. Two cases for $n = 5$ and $n = 20$ are given, whereas $b = 0.01$. It is clear that the rapidly increasing of accuracy achieves when the parameter $\alpha$ tends to an integer (i.e., when $f$ becomes an analytic function).
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