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Abstract

Current techniques for interactively proving temporal properties of concurrent systems translate transition systems into temporal formulas by introducing program counter variables. Proofs are not intuitive, because control flow is not explicitly considered. For sequential programs symbolic execution is a very intuitive, interactive proof strategy. In this paper we will adopt this technique for parallel programs. Properties are formulated in interval temporal logic. An implementation in the interactive theorem prover KIV has shown that this technique offers a high degree of automation and allows simple, local invariants.
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1 Introduction

As an example of a concurrent system, consider the parallel program Binom which is shown in Figure 1 and has been taken from [15]. Two parallel processes calculate the binomial coefficient \(\binom{n}{k}\). Because

\[
\binom{n}{k} = \frac{n \cdot (n-1) \cdot \ldots \cdot (n-k+1)}{1 \cdot 2 \cdot \ldots \cdot k}
\]

the first process multiplies all values \(n, n-1, \ldots, n-k+1\) and the second process divides...
the intermediate result $b$ by $1, 2, \ldots, \ell$. Awaiting $y_1 + y_2 < n$ guarantees that the division is without remainder.

Auxiliary variables $t_1$ and $t_2$ are used to simulate fine granular read and write access to the shared variable $b$ and a semaphore $s$ is used to synchronize processes in accessing $b$. Labels $l_i, l_j, \ldots$ and $q_i, q_j, \ldots$ were added to the program to refer to specific locations. After execution, variable $b$ should contain the result. Therefore, an interesting property to prove is that finally

$$b = \binom{n}{k}.$$

For this, an important temporal property is that exclusive access to the critical section guarded by semaphore $s$ is always guaranteed

$$\Box (\neg (l_2 \lor l_3 \lor l_4) \lor \neg (q_5 \lor q_4 \lor q_6)).$$

While the first property argues about the final state of execution, the second property is concerned with states during execution.

The parallel program Binom defines a transition system for which some temporal properties have to be proven. In special cases, e.g. if the transition system is finite, model checking [6] can be used. For infinite systems — like in the example — proofs often cannot be found automatically and an interactive proof technique is needed. For an interactive strategy it is very important that proofs are easy to understand, but also as automatic as possible. Current techniques for interactively verifying temporal properties do not explicitly consider the control flow of the transition system. In TLA [14] the system is transformed into a temporal formula by introducing program counter variables for encoding control flow. [15] generates an unstructured set of transitions where each transition is described in predicate logic. In both cases the control flow is hidden. As a consequence the interactive proof does not follow the control flow of the original transition system and proofs lack intuition. In this paper we propose a proof method which explicitly considers the control flow of the transition system and allows one to step through the system with symbolic execution. Symbolic execution is an intuitive proof method based on computing strongest post-conditions, which has already been successfully applied to the interactive verification of sequential programs [7]. Furthermore, it can be automated to a large extent.

Using symbolic execution with induction for the verification of parallel programs has been applied before. [17] uses Hoare logic to verify properties of a subset of linear temporal logic, [1] verifies relations between input and output of parallel programs by symbolically executing those. In the long run, our goal is to construct a proof method for verifying arbitrary temporal properties for a variety of concurrent system descriptions with an operational semantics. In this paper we are restricted to parallel programs as system description and only consider inductive proofs of simple safety properties. However, we show how to execute arbitrary formulas of Interval Temporal Logic and we have evidence that the induction technique can also be generalized to a larger set of temporal formulas.

This paper concentrates on the underlying calculus of the proof method. In order to apply this interactive method in practice, topics such as comprehensibility (possibly through graphical visualization similar to STeP [4]), and tool support also have to be considered. This is not done here. However, it should be noted that the calculus has been implemented in KIV [2], an integrated development environment for formally developing correct systems. KIV offered strong proof support for algebraic specifications [9] with higher order logic, and dy-
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Section 2 introduces syntax and semantics of the underlying logic. In Section 3 the proof method of symbolically executing concurrent systems is introduced and also an invariant technique for verifying loops in the control flow is provided. A comparison to other techniques is given in Section 4. Section 5 concludes.

2 Semantics

In this section we will define the syntax and semantics of the interval temporal logic our proof method is based on. Parallel programs are used to describe possible sequences of execution states.

We assume the reader is familiar with the notions of first-order logic: a many-sorted first order signature \(\Sigma\) and a family of variables \(X\) are used to define first-order terms over \(\Sigma\) and \(X\). Given a fixed algebra \(\mathcal{A}\) for \(\Sigma\) and a valuation \(\sigma\) (a mapping from \(X\) to the carriers of \(\mathcal{A}\), also called a state) we can define the semantics of terms and of formulas (the latter being a Boolean value).

The programs we use consist of assignments \(x := \tau\), compounds \((\alpha; \beta)\), conditionals \((\text{if } \epsilon \text{ then } \alpha \text{ else } \beta)\), while loop \((\text{while } \epsilon \text{ do } \alpha)\), interleaved parallel execution \((\alpha \parallel \beta)\), and await statement \((\text{await } \epsilon \text{ do } x := \tau)\).

For technical reasons we also use the empty program \(E\) which does nothing. We define \((E; \alpha)\), \((\alpha; E)\), \((E \parallel \alpha)\), and \((\alpha \parallel E)\) all to be equal to \(\alpha\). Therefore we never use the empty program in compounds or interleaved programs.

To define the operational semantics of programs, configurations \(\langle \alpha, \sigma \rangle\) are used, which consist of a program \(\alpha\) to be executed and a current state \(\sigma\) of the variables. A relation \(\rightarrow\) (written infix) is inductively defined by rules to describe possible successor configurations, when executing one program step. Some example rules are given in Figure 2. The definition is taken from [1], where a full list of rules can be found.

The rules in the upper row define the semantics of conditionals and loops, when the test is positive. The first rule in the middle row gives the effect of an assignment (alteration of the value of \(x\)). The semantics of the await statement is given by the right rule of the middle row: execution proceeds only when the test is true. Finally the last row of Figure 2 gives the two possible next steps of interleaved execution: either a step of \(\alpha\) or one of \(\beta\) is executed.

1For simplicity of presentation, we omit the general statement \(\text{await } \epsilon \text{ do } \alpha\) from [1], where \(\alpha\) is executed in one step (blocked).
Based on the relation $\rightarrow$ the semantics $\llbracket \alpha \rrbracket_\sigma$ of a program $\alpha$ when started in a state $\sigma$ is defined to be the set of all (finite or infinite) sequences of configurations $\langle (\alpha_0, \sigma_0), (\alpha_1, \sigma_1), \ldots \rangle$ which start with $\langle \alpha, \sigma \rangle$, end with the empty program $E$ when finite, and which satisfy $\langle \alpha_i, \sigma_i \rangle \rightarrow \langle \alpha_{i+1}, \sigma_{i+1} \rangle$ for all suitable $i$.

In proofs we will also use labelled programs $l : \alpha$. We require that labels are taken from a special subset $L$ of the Boolean variables that may not be used in programs other than as labels. The semantics of labelled programs could be given using similar, but technically more complex rules than Figure 2. We prefer to give an informal definition. The semantics of a labelled program is the same set of configuration sequences as the corresponding unlabelled one, except that for each configuration $\langle \alpha, \sigma \rangle$ the semantics of labels is modified such that $\sigma(l)$ is true for all labels $l \in lab(\alpha)$ and false otherwise. Function $lab$, which yields the labels at the beginning of $\alpha$, is defined to be $\{ \} \cup lab(\alpha)$ for $l : \alpha$. $lab(\alpha || \beta)$ is $lab(\alpha) \cup lab(\beta)$, and $lab(\alpha ; \beta)$ is $lab(\alpha)$. For all other programs $\alpha$, $lab(\alpha)$ is the empty set.

Based on the semantics of programs and first order formulas we can now define the semantics of the formulas of interval temporal logic (ITL) [16] in Figure 2. The definition uses (finite and infinite) sequences of states $\sigma = (\sigma_0, \sigma_1, \ldots)$ called intervals. $\sigma_i$ abbreviates $(\sigma_i, \sigma_i, \ldots)$. Other temporal operators can be derived: weak next $\circ \varphi \equiv \lnot (\text{unit} \rightarrow \lnot \varphi)$, $\text{last} \equiv \lnot \circ \text{false}$, $\square \varphi \equiv \varphi$ unless false, and $\diamond \varphi \equiv \lnot \square \lnot \varphi$. Because programs are formulas we can write $\alpha \rightarrow \varphi$ to express that all execution traces of $\alpha$ have property $\varphi$.

In ITL, formula $\lnot \text{Prop}$, where $\text{Prop} \equiv \text{last} \rightarrow b = \binom{n}{k}$, expresses that $b = \binom{n}{k}$ should hold in the last state of an interval. We use a sequent calculus to prove this property for program $\text{Binom}$ (see Fig. 1), the desired sequent reads as follows:

$$0 \leq k \leq n, (y_1 := n; y_2 := 1; \ldots) \vdash \square \text{Prop}.$$  

---

$^2$Star formulas $\varphi^*$, which are defined in ITL, were omitted for simplicity. The operator $\varphi$ unless $\psi$ has been added as basic operator, since it cannot be derived.
\[ \mathcal{N}_m : \text{Fma} \mapsto \text{Fma} \]

\[ \mathcal{N}_m(p) := m(p) \]

\[ \mathcal{N}_m(\neg \varphi) := \neg \mathcal{N}_m(\varphi) \]

\[ \mathcal{N}_m(\varphi \land \psi) := \mathcal{N}_m(\varphi) \land \mathcal{N}_m(\psi) \]

\[ \mathcal{N}_m(\text{unit}) := \text{last} \]

\[ \mathcal{N}_m(\varphi \Rightarrow \psi) := \mathcal{N}_m(\mathcal{L}(\varphi)) \land \mathcal{N}_m(\psi) \]

\[ \mathcal{N}_m(\varphi \text{ unless } \psi) := \mathcal{N}_m(\psi) \land (\varphi \text{ unless } \psi) \]

\[ \mathcal{N}_m(E) := \text{false} \]

\[ \mathcal{N}_m(\alpha) := \bigvee \{ \varphi_\alpha \land \alpha' \mid (\varphi_\alpha, \alpha') \in \mathcal{T}_m(\alpha) \} \]

\[ \mathcal{L} : \text{Fma} \mapsto \text{Fma} \]

\[ \mathcal{L}(p) := p \]

\[ \mathcal{L}(\neg \varphi) := \neg \mathcal{L}(\varphi) \]

\[ \mathcal{L}(\varphi \land \psi) := \mathcal{L}(\varphi) \land \mathcal{L}(\psi) \]

\[ \mathcal{L}(\text{unit}) := \text{false} \]

\[ \mathcal{L}(\varphi \Rightarrow \psi) := \mathcal{L}(\varphi) \land \mathcal{L}(\psi) \]

\[ \mathcal{L}(\varphi \text{ unless } \psi) := \mathcal{L}(\varphi) \lor \mathcal{L}(\psi) \]

\[ \mathcal{L}(E) := \text{true} \]

\[ \mathcal{L}(\alpha) := \text{false} \]

Figure 4. Definitions of \( \mathcal{N}_m \) and \( \mathcal{L} \) (\( \alpha \neq E \))

3 Proof method

3.1 Symbolic execution

For symbolic execution the following rule is used

\[
\frac{\mathcal{N}_m(\Gamma) \vdash \mathcal{N}_m(\Delta)}{\Gamma \vdash \Delta} \text{ step, } \mathcal{L}(\Gamma) \vdash \mathcal{L}(\Delta) \text{ last, } \mathcal{N}_m(\Gamma) \vdash \mathcal{N}_m(\Delta).
\]

Two cases have to be treated as premises. Either a step is taken or — for finite intervals — the last step has been reached.

In the first case the originally considered interval \( (\sigma_0, \sigma_1, \ldots) \) is reduced to \( (\sigma_1, \ldots) \). A mapping \( m \) is used to introduce for all variables \( v \) new variables \( m(v) \) which refer to values of \( v \) in \( \sigma_0 \). Function \( \mathcal{N}_m \) transforms all formulas in the antecedent and succedent to first-order formulas restricting variables \( m(v) \) and temporal formulas which are concerned with the reduced interval \( (\sigma_1, \ldots) \). Figure 4 lists the definitions of \( \mathcal{N}_m \) for all basic temporal operators. Definitions for the other operators can be derived. For example

\[ \mathcal{N}_m(\Box \varphi) = \mathcal{N}_m(\varphi) \land \Box \varphi \quad \text{and} \quad \mathcal{N}_m(\Diamond \varphi) = \varphi. \]

For programs, a function \( \mathcal{T}_m \) is used to decompose nonempty \( \alpha \) into a set of \( \{ (\varphi_\alpha, \alpha') \} \) with formulas \( \varphi_\alpha \) describing the first transition and corresponding \( \alpha' \) which represents the remaining transition system. For example

\[ \mathcal{T}_m(y_1 := n; y_2 := 1; \ldots) = \{ (y_1 = m(n) \land y_2 = m(y_2) \land \ldots, y_2 := 1; \ldots) \}. \]

Here, the only first transition of program \( \alpha \) is the execution of assignment \( y_1 := n \). For this transition a formula \( \varphi_\alpha \) is generated. The value of \( y_1 \) in the next state is the old value \( m(n) \) of \( n \). A so-called frame assumption ensures every other variable to be unchanged \( (y_2 = m(y_2) \land \ldots) \). After executing the first assignment, \( y_2 := 1; \ldots \) is the remaining transition system \( \alpha' \). In general \( \varphi_\alpha \) is the strongest post condition of the first transition of
\[ T_m : \text{Prog} \mapsto \{ (\text{Fma}, \text{Prog}) \} \]

\[ T_m(x := \tau) := \{ (x = N_m(\tau) \land \text{frame}(m \setminus \{x\}), E) \} \]

\[ T_m(\alpha; \beta) := \{ (\alpha \land \text{frame}(m), \alpha') \mid (\alpha', \beta') \in T_m(\beta) \} \]

\[ T_m(\text{if } \varepsilon \text{ then } \alpha \text{ else } \beta) := \{ (\varepsilon \land \text{frame}(m), \alpha), (\neg \varepsilon \land \text{frame}(m), \beta) \} \]

\[ T_m(\text{while } \varepsilon \text{ do } \alpha) := \{ (\varepsilon \land \text{frame}(m), \alpha; \text{while } \varepsilon \text{ do } \alpha), (\neg \varepsilon \land \text{frame}(m), E) \} \]

\[ T_m(\text{await } \varepsilon \text{ do } x := \tau) := \{ N_m(\varepsilon) \land T_m(x := \tau) \} \]

\[ T_m(\alpha \parallel \beta) := \{ (T_m(\alpha) \parallel \beta) \cup (\alpha \parallel T_m(\beta)) \} \]

\[ T_m(l : \alpha) := T_m(\alpha) \]

where

\[ \text{frame}(m) := \land_{v \in m, v \neq v = m(v)} \]

\[ \alpha \parallel T_m(\beta) := \{ (\varphi_{\alpha}, \alpha' \parallel \beta) \mid (\varphi_{\alpha}, \alpha') \in T_m(\alpha) \} \]

\[ \alpha \parallel T_m(\beta) := \{ (\varphi_{\beta}, \alpha', \beta') \mid (\varphi_{\beta}, \alpha') \in T_m(\alpha) \} \]

\[ \varphi \land T_m(\alpha) := \{ (\varphi \land \varphi_{\alpha}, \alpha') \mid (\varphi_{\alpha}, \alpha') \in T_m(\alpha) \} \]

**Figure 5.** Definition of \( T_m \)

\( \alpha. \) A complete definition of \( T_m \) is contained in Figure 5. Instead of translating the transition system in advance, \( T_m \) generates formulas in predicate logic for the next possible transitions on the fly, \( \alpha \) is symbolically executed.

For generating \( \varphi_{\alpha} \), function \( T_m \) ignores all labels. This is because the remaining transition system \( \alpha' \) uniquely defines all label settings in the next state

\[ l = \text{true} \leftrightarrow l \in \text{lab}(\alpha') \text{ for all } l \in L. \]

For the second premiss of rule \( \text{step} \) function \( \mathcal{L} \) (see Figure 4) is used to reduce the temporal formulas into first-order formulas describing the last state of an interval.

As an example of symbolic execution, consider sequent

\[
\begin{align*}
0 \leq k \leq n, y_1 &= n, y_2 = 1, b = 1, s = 1, (l : \text{while } \ldots) \parallel (q : \text{while } \ldots) \\
\vdash \Box \text{Prop}
\end{align*}
\]

(3.1)

which represents a situation in which the initial assignments of program \( \text{Binom} \) have been executed. Applying rule \( \text{step} \) on the sequent results in two premisses. The first premiss reads as follows

\[
\begin{align*}
0 \leq k' &\leq n', y_1' = n', y_2' = 1, b' = 1, s' = 1, \\
y_1' &> n' - k' \land n = n' \land \ldots \land t_2 = t_2' \\
\land (l_1 : P(s); \ldots ; l : \text{while } \ldots) \parallel (q : \text{while } \ldots) \\
\lor \neg y_2' &\leq k' \land n = n' \land \ldots \land t_2 = t_2' \\
\land E \parallel (q : \text{while } \ldots) \\
\lor y_2' &\leq k' \land n = n' \land \ldots \land t_2 = t_2' \\
\land (l : \text{while } \ldots) \parallel (q_1 : \text{await } \ldots ; q : \text{while } \ldots) \\
\lor \neg y_2' &\leq k' \land n = n' \land \ldots \land t_2 = t_2' \\
\land (l : \text{while } \ldots) \parallel E \\
\vdash (\text{false} \rightarrow b' = (y_1')) \land \Box \text{Prop.}
\end{align*}
\]
New variables $y_1', y_2', \ldots$ have been introduced to refer to the original first state. The disjunction in the antecedent corresponds to the four different transitions which are possible for the parallel statement. Either the first or the second program is executed and the condition of the executed while loop is either true or false. The premise can be automatically simplified to

\begin{align*}
0 &\leq k \leq n, y_1 = n, y_2 = 1, b = 1, s = 1, \\
0 &< k \land (l_1 : P(s) ; \ldots ; l : \text{while} \ldots) \parallel (q : \text{while} \ldots) \\
\lor 0 &\leq k \land q : \text{while} \ldots \\
\lor 0 &< k \land (l : \text{while} \ldots) \parallel (q_1 : \text{await} \ldots ; q : \text{while} \ldots) \\
\lor 0 &\leq k \land l : \text{while} \ldots \\
\vdash \square \text{Prop.}
\end{align*}

The second premiss

\[
\text{last, } 0 \leq k \leq n, y_1 = n, y_2 = 1, b = 1, s = 1, \text{false} \vdash \text{true} \rightarrow b = \binom{n}{k}
\]

is trivial, because the program in the antecedent has not terminated yet. As the premises of rule step tend to get large, automatic simplification is essential.

Rule step is similar to rule next from [3], but considers finite intervals. Also our definitions of $N_m$ are chosen such that the rule is invertible.

### 3.2 Invariant technique

In addition to symbolic execution, an invariant technique is needed to cope with loops in the control flow. In the following, safety properties $\square \varphi$ are considered. In calculi for temporal logic it is common to use a global, generalized invariant which should hold in each step. Here, a rule is proposed which allows a simpler invariant to hold only in some states:

\[ \Gamma \vdash \varphi \quad \text{unless Inv, } \Delta \quad \text{Inv, } \mathcal{A}(\Gamma) \vdash \varphi \land \Diamond (\varphi \text{ unless Inv}), \mathcal{E}(\Delta) \quad \Gamma \vdash \square \varphi, \Delta \quad \text{always inv.} \]

In order to prove $\square \varphi$, in a first premiss $\varphi$ is shown unless some state is reached in which the invariant Inv holds. In the second premiss starting from an arbitrary state satisfying Inv, $\varphi$ is shown unless the invariant again is fulfilled. Proofs advance from one state satisfying Inv to another using symbolic execution. Figure 6 visualizes a possible scenario of rule always inv using computation trees. Functions $\mathcal{A}$ resp. $\mathcal{E}$ (see Figure 7) generalize the formulas in the antecedent resp. succedent. The definitions try to keep as much information as possible, but information about the past is discarded. For example, $\square \varphi$ in the antecedent is kept, but $\Diamond \varphi$ in the antecedent is generalized to true and thereby discarded. For parallel programs $\alpha$, a function $\mathcal{P}$ (see Figure 8) generates all possible execution states.

Our example of Figure 1 contains loops. The basic idea for verifying sequent (3.1) is to give an invariant which needs to hold only at some selected execution states. The invariant of Figure 9 is satisfied only if the parallel programs are at labels $(l, q_2), (l_2, q), (l_2, q_6)$, or
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\[ A : \text{Fma} \mapsto \text{Fma} \]
\[ E : \text{Fma} \mapsto \text{Fma} \]
\( A(\text{false}) := \text{false} \)
\( A(p) := \text{true} \)
\( A(\neg \varphi) := \neg E(\varphi) \)
\( A(\varphi \land \psi) := A(\varphi) \land A(\psi) \)
\( A(\text{unit}) := \text{unit} \lor \text{last} \)
\( A(\varphi \text{ unless } \psi) := A(\varphi) \land (\varphi \text{ unless } \psi) \lor A(\psi) \)
\( A(\alpha) := \exists \ P(\alpha) \)
\( E(\text{true}) := \text{true} \)
\( E(p) := \text{false} \)
\( E(\neg \varphi) := \neg A(\varphi) \)
\( E(\varphi \land \psi) := E(\varphi) \land E(\psi) \)
\( E(\text{unit}) := \text{unit} \lor \text{last} \)
\( E(\varphi \text{ unless } \psi) := \text{false} \)

\[ P : \text{Fma} \mapsto \text{Fma} \]
\( P(E) := \{ E \} \)
\( P(x := \tau) := \{ x := \tau, E \} \)
\( P(\alpha; \beta) := (P(\alpha) ; \beta) \cup P(\beta) \)
\( P(\text{if } \varepsilon \text{ then } \alpha \text{ else } \beta) := \{ \text{if } \varepsilon \text{ then } \alpha \text{ else } \beta \} \cup P(\alpha) \cup P(\beta) \)
\( P(\text{while } \varepsilon \text{ do } \alpha) := (P(\alpha) ; \text{while } \varepsilon \text{ do } \alpha) \cup \{ E \} \)
\( P(\text{await } \varepsilon \text{ do } \alpha) := \{ \text{await } \varepsilon \text{ do } \alpha, E \} \)
\( P(\alpha \parallel \beta) := P(\alpha) \parallel P(\beta) \)
\( P(l : \alpha) := (P(\alpha) \setminus \{ \alpha \}) \cup \{ l : \alpha \} \)

\( (l_5, q_2) \). With this invariant, rule *always inv* results in the following simplified second premiss

\[
\text{Inv,} \\
(l : \text{while } \ldots) \parallel (q_2 : P(r); \ldots) \\
\lor (l_2 : t_1 := b*y_1; \ldots) \parallel (q : \text{while } \ldots) \\
\lor (l_2 : t_1 := b*y_1; \ldots) \parallel (q_6 : y_2 := y_2 + 1; \ldots) \\
\lor (l_5 : y_1 := y_1 + 1; \ldots) \parallel (q_2 : P(r); \ldots) \\
\vdash \text{Prop} \land \Box (\text{Prop unless Inv}).
\]
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Starting from four selected execution states, symbolic execution is used to execute the programs unless an execution state is reached in which the invariant again is satisfied. The four execution states for the invariant are chosen such that no loops remain in the control flow while going from one state satisfying Inv to another.

Rule \textit{always inv} can be seen as a generalization of the invariant rule of Hoare logic [13]. Hoare requires an invariant to always hold at the beginning of the execution of the body, for \textit{always inv} the invariant should hold at arbitrarily selectable execution states. The proposed rule can be applied only to safety properties $\Box \varphi$. A variant for liveness properties $\Diamond \varphi$ can be obtained in analogy to a Hoare rule for total correctness. A similar invariant technique for arbitrary temporal formulas is still open.

4 Comparison

In this section, we compare our invariant technique to the global invariant technique used in [15], the same book we have taken the binomial coefficient example from. In order to show a property $\Box \varphi$ for a given global transition system, in [15] a technique based on a global invariant is used. $\varphi$ is generalized into an invariant Inv, which has to (i) imply $\varphi$, (ii) hold in the initial state, and (iii) be invariant to every single transition. In our notation this rule could be written as follows

$$
\text{Inv} \vdash \varphi \quad \Gamma \vdash \text{Inv}, \Delta, \mathcal{A}(\Gamma), \text{Inv} \vdash \Box \varphi, \mathcal{E}(\Delta) \quad \text{Global inv}
$$

and the invariant from [15] for example \textit{Binom} translates to formula $\text{Inv}_\varphi$ contained in Figure 10.

Our invariant technique is based on local invariants. As the global invariant has to hold in all states, it contains information that is unnecessary in a local invariant. Thus, a global invariant will be longer and much more detailed (and therefore harder to find) than a local invariant. For example, information about the values of the auxiliary variables $t_1$ and $t_2$ can be omitted in the local invariant. Of course there are techniques for determining invariants automatically [5] and these techniques can be adapted to our setting, as a local invariant is implied by a global one. It is still to be examined, though, how large the advantage of using smaller, local invariants will be, if a technique for automatically computing invariants is applied.

In our setting, not all statements in program \textit{Binom} have to be labelled. Labels are needed only for those program locations that are referenced in the local invariant. Furthermore,

$$
3 \varphi \Updownarrow \tau_1; \tau_2 \text{ is an abbreviation for } \tau_1 \text{ resp. } \tau_2 \text{ if } \varphi \text{ is true resp. false.}
$$
symbolic execution yields proofs that are easier to understand as they follow the control flow of the executed program.

However, proofs will become very large when symbolic execution is used without further means. The proof for the binomial coefficient example takes several thousand steps in KIV, when pure symbolic execution is used. Although the proofs can be automated to a very high degree (in the above example the only interaction required is the application of the invariant rule), it is necessary to reduce the complexity of the proof.

When two programs $\alpha$ and $\beta$ are executed in parallel, there are a quadratic number of transitions, but an exponential number of paths through the programs, since the first step to be executed can be one from either $\alpha$ or $\beta$. Often it does not matter, if we first execute a step from $\alpha$, followed by a single step from $\beta$, or vice versa — the resulting state is equivalent. Yet, as we got there on two different paths, two separate branches in the proof result, which doubles the size of the proof for that state.

Therefore, proofs done with pure symbolic execution are highly redundant. Removing this redundancy yields smaller proofs. Possible ways to do this are the use of lemmas, selecting more execution states for the local invariant to hold at, and, foremost, sequencing. The use of additionally selected execution states leads to shorter program fragments to be executed between two states satisfying the invariant and blowup of proof size is reduced. On the other hand, the invariant is more complex. If all possible execution states are selected, we obtain rule global inv as a special case.

A more complex invariant results in a more difficult interaction. As we want the degree of automation to be as high as possible, we need a means to automatically eliminate the redundancy from the proof. For this we favour sequencing. The schematic sequencing rule is as follows

$$\Gamma, \alpha_1; (\alpha_2 \parallel \beta) \vdash \Delta \quad \ldots$$

By choosing one of the parallel programs whose first step will be executed next, sequencing allows us to restrict the (explicit) proof to a subset of all possible computations. To ensure
the correctness of the sequencing step, i.e. to establish the property for those computations that start with a different first step, additional premisses are generated (denoted in the above figure by ‘...’). These premisses vary with the formula to be proven.

Sequencing is the technique we will use most, since it both yields the best results and its use can be automated. In the Binom example, we were able to use sequencing for most of the execution states with no communication between the two concurrent programs. Thus, we could avoid the exponential blowup and the size of the proof for the example could be reduced to just 800 proof steps — with only one single interaction.

5 Conclusion/future work

We have introduced an interactive proof method for verifying temporal properties of large concurrent systems with infinite states which cannot be proven with automatic techniques. Our method is based on symbolic execution which gives very intuitive proofs as they follow the control flow of the considered transition system. An implementation in KIV has shown that symbolic execution can be automated to a large extent. In comparison with other techniques much simpler invariants are sufficient which need to hold only at a small number of execution states. However, proofs may become very large as the number of execution paths for parallel programs is exponential. In order to avoid explosion of proof size we propose to use sequencing as often as possible as this concept can be automated best. Sequencing is subject to further examination, its relation to the concept of blocking, which is used in [1], [15], is also of interest.

The paper discussed only inductive proofs of safety properties. Arbitrary temporal formulas may also state liveness properties. In order to verify liveness, fairness assumptions for the interleaving of programs are required. In principle our technique is also applicable to the verification of liveness. For this, the induction technique has to be modified and an appropriate way of expressing fairness needs to be adopted. This is work in progress. We have evidence that symbolic execution with induction can be used to verify arbitrary temporal formulas of different temporal logics for parallel programs and is not restricted to a subset as in [17].

Furthermore the proof method is not restricted to parallel programs. For example state charts [11, 12] could also be used to describe transition systems. As prerequisite an operational semantics for the formalism is needed (similar to relation $\rightarrow$ of Section 2). The operational semantics is the basis for defining $T_m$ (see Figure 5) which should provide all possible next transitions together with the remaining transition system.

In this paper, interval temporal logic has been used to formulate properties. It should also be possible to apply the proof method to duration calculus (DC) [8] which can be used to express real-time properties. Although DC is based on a continuous semantics and does not define a next step operator $\odot \varphi$, the requirement of finite variability guarantees that the system advances in discrete steps and symbolic execution can be applied.
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