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1. PREFACE'

If the fascination of young Hegelians with the idea that the world is incarnation
of an Absolute Mind was one of the main characteristics of the European intellec-
tual youth during the 19th century, then the enthusiasm for the idea on invariance
(covariance, symmetry) of the natural laws was certainly a predominant distinc-
tion of physical deliberations in the 20th century—the century of natural sciences.
Hence, there is nothing strange that, while choosing a theme for a seminar paper
(defended in 1973 within the undergraduate course on the Philosophical Founda-
tions of Natural and Mathematical Sciences, held by B. Sesi¢) and under the strong
impression of the following Einsteins statement for example:

“

a system of coordinates represents only the means of de-
scription and has not anything common with the objects to be
described. Only the gemeral covariant approach in the formula-
tion of the laws of nature corresponds to this situation, because
any other way leads to the interfering of the statements about
the means of description with the statements about the described
object.” [14, p. 690],

I decided on a brief survey of the evolution of the idea on invariance of the laws
in the physical theories, pointing out some characteristics of these laws and the
mathematical apparatus of the General Theory of Relativity.

A direct cause for reading such kind of literature was, among other things, the
fact that, attending lectures at the Department of Mechanics (Faculty of Natural
Sciences and Mathematics, University of Belgrade), I wondered more than once
whether the various derivations of equations in three-dimensional Euclidean space,
connected to the procedure of integration, unavoidably had to be carried out in the
Cartesian coordinates®.

In 1976 I obtained an answer to these questions, for the first time, from the
communications of V. Vujici¢ (and then, by his courtesy, from the original papers!)
at the internal sessions of Department of Mechanics in which he postulated the
absolute integral of a tensor as an integral operator

“... by which it is possible to obtain initial tensor from its abso-
lute differential.” [26, p. 375].

IThis preface is, in essence, the essay [97] published in the meantime.
2The equations derived in the Cartesian coordinates were proclaimed, on the basis of their
tensorial form, to be valid in the case of arbitrary curvilinear coordinates!
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The doubt with which the audience responded to these communications, concern-
ing the sense of introducing a notion of an absolute, and in essence invariant
(covariant) integral, could in my opinion be resolved only by proving that this
idea® follows in a natural way from the usual notion of a curvilinear integral after
the introduction of arbitrary generalized coordinates, at least in three-dimensional
Euclidean space. This was done applying Ericksen’s concept of addition and inte-
gration in Euclidean space:

“

. one can form a tensorially invariant integral of a tensor field
by shifting the field to an arbitrary fized point ..., then integrating
the shifted components, so obtaining a tensor defined at ...” [8,
p. 808,

and the paper, after a critical review by V. Vuji¢i¢ and following his suggestion,
was sent to the Tensor journal [44].

Time passed, and other preoccupations followed .... Thanks to them, in 1980 I
had the presentiment, from Kardestuncer’s words®:

“Since most of all physical entities are invariant under coor-
dinate transformations and those in discrete mechanics are not
any exception to this, their treatment as tensors ... may very well
be the future trend of the finite element formulation of physical
problems.” [31, pp. 38-39],

what in the finite element method (FEM)—although an approzimative theory!—
the idea on invariance, i.e., on consistent work with tensors (and not with
the matrices) would mean. On the other side, from Truesdell’s words—in the
paper used in 1983 during the postgraduate course on the Nonlinear Continuum
Mechanics (held by J. Jari¢) — concerning the principle of virtual work in curved
spaces:

“However, there are indications that the entire approach through
the principle of wvirtual work ought properly to be regarded in
terms of a principle of invariance.” [5, p. 15],

as well from Naghdi’s words in the book used in 1985 during the postgraduate
course on the Theory of Surface and Line Supports (held by D. Medi¢):

“

. in some of the literature on the linear shell theory devoted to
derivations from the three-dimensional equations, a (two-dimen-
sional) virtual work principle in terms of two-dimensional vari-
ables is stated ab initio and is assumed to be valid without any
previous appeal to its derivation from the corresponding virtual
work principle in the three-dimensional theory. The justification
for such an approach (which is not uncommon even in some of
the recent or current literature) is of course based on the fact

3Introduced in an affine n-dimensional space!

4My attention to the papers of this author was called by V. Zanié (Faculty of Mechanical
Engineering and Naval Architecture, Zagreb) during a valuable conversation after the ending of
the 2nd Yugoslav Symposium of FEM and CAD in Maribor, 1979.
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that the two-dimensional principle is postulated to be wvalid on
the middle surface of the shell.” [29, p. 428],

we could conclude that the approach using the principle of virtual work—and hence
an integration procedure — should be considered as formal in non-Euclidean
spaces!

In the meantime, in the early eighties, two (unpublished) studies of M. Berkovié¢
[57, 58] were the basis for the work on the Aeronautical Institute’s research project
Three-field model in nonlinear FE analysis of the thin shell, concerning the appli-
cations of the shell theory on the FE analysis of aircraft structures. This model,
i.e., the three-field theory is a non-classical approach in FEM—it is based on the
independent approximations of the displacement, the strain and the stress field.
This mized model permitted not only to satisfy locally (in all points of a contour®)
the stress boundary conditions®, but also provided the continuity of the stress [52,
53] and strain fields, too (in the classical finite element analysis only the continuity
of the displacement field is provided!). When the mixed model for the thin shell
was in question, the whole shell was, in essence, considered as a finite element, but
only in ( -direction, and the derivation of thin shell field equations from the three-
dimensional theory was performed by interpolation of the displacement, the strain
and the stress field in this direction”.

Taking part in the above mentioned project, I had the opportunity to read
the paper [50], and its title just approve the well-known opinion that in the ap-
proximative theories (like FEM) we should sometimes return to the initial funda-
mental theory, in this case to the Continuum Mechanics. However—knowing that
the Tensor Calculus (as a Calculus of Invariants) is still unavoidable in mathe-
matical formulation of contemporary physical theories, and hence the Continuum
Mechanics, too—the fact that, instead of the expected covariant interpolation
of (infinitesimal) strain tensor, the interpolation of its covariant coordinates
was performed must have caused the suspicion!

Almost at the same time, having read—in the book used in 1984 during the
postgraduate course on the Numerical Methods in Continuum Mechanics (held by
M. Berkovié¢)—that:

“.. a less accurate but considerably simpler form of the equa-

tions of motion in general coordinates is obtained if, instead of
approximating the components ..., we introduce a vector-valued
representation ...” [28, p. 191]

and having noticed that in there obtained equations (immediately rejected as “less
accurate” than the usual ones!) of motion in arbitrary curvilinear coordinates do
not appear the shifting operators ( “Euclidean shifters”), it was logical to wonder

5L.e., on the shell faces, if the development of this model in the thin shell theory is in question.

SNamely, the discretization of the stress field permits the discretization of the stress boundary
conditions, too. On the other side, there is no way to take into account these conditions in the
classical FEM, when only the displacement filed approximation is performed!

It should be noted that the fruitfulness of the idea on independent approximations of these
fields was proved in the dissertations [63] and [69] (advised by M. Berkovié), too.
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about the consistency of the performed approximation of the corresponding vector
(tensor) fields.

And although in the literature was present an opinion expressing a doubt that
the true laws of nature must necessarily be tensorial ones:

“

. it is not even clear that exact laws of nature must necessarily

be expressible in tensor form ...” [12, p. 130],

—hence the insisting on the tensorial representation of approximative theories®

would be more unacceptable! — in 1987 I asserted, through a communication [64]
on invariant FE approximations (in essence on invariant approximation of tensor
fields) in Euclidean space, that:

“After all, what we call ’the natural laws’ are only the approxi-
mative forms of the true laws of the nature, and nevertheless we
request their invariance! This request, if we stay on the natural
laws described by the tensor equations, would mean that the ap-
prozimations of tensor fields which take part in these equations,
must be invariant under coordinate transformations.” %,

in favor of this speak Kratzig’s words concerning the approximative character of
shell theories:

“.. this approximate character of any shell theory sometimes

has been used to apologize for the large variety of different shell
equations .... But aren’t all other mechanical theories approxi-
mations too? Models, which portray only certain aspects of the
physical reality.” [40, p. 353].

Such conviction in necessity of the invariant character of approximations is used
in some papers concerning the shell theory [65, 72]—the mixed model'® for the thin
shell was in question once again and the shell is considered as a finite element in ¢
-direction, but the new was the invariant interpolations of the displacement, the
strain and the stress field in this direction during the derivation of the corresponding
equations from the three-dimensional theory. It should be noted, even at the price
to be immodest, that only in these papers Rutten’s words concerning the role of
shifting operators in the shell theory:

“.. the determination of the resultant actions and moments

of force vector fields which are referred to genmeral curvilinear
coordinates is one of the most important fields of application of
the finite shifters ...” [32, p. 502]

have received their full geometrical meaning; namely, in spite on the insistence on
a geometrical ezactness of the shell theory in the paper [67], this does not provide

8However, as a rule no one desists from the use of the Tensor Calculus in these theories; for
example, in the shell theory this is motivated by the tensorial notation elegance!

9At that time the derivation (based on invariant approximations) of the finite element equa-
tions of motion in arbitrary curvilinear coordinates was announced, as well as their (numerical)
comparison with the usual ones.

101¢ should be noted that the idea on invariant FE approximations obtained its application
in a few papers concerning to the two-field theory [73, 77].
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its geometrical consistence [82]. The “laboriousity” of the consistent work in curvi-
linear coordinates was pointed out by the following words of the very recognized
authors, which—when the integration in the section on shells was in question—
decided on the Cartesian rectangular coordinates, and then the obtained relations,
on the basis of their tensorial form, were proclaimed to be valid in arbitrary curvi-
linear coordinates, too:

“According to the convention of Sect. App. 283, these vector
integrals are understood to be written in rectangular Cartesian
co-ordinates .... while ... we employed rectangular Cartesian
co-ordinates, the results are tensorial equations and hence are
valid in all co-ordinate systems.” [7, p. 557,

“ 23. Conventions for integrals. While the operation of
shifting ... permits integration of tensors in curvilinear coordi-
nate systems in Fuclidean space, it is laborious. For the purpose
of this treatise it suffices when integrating tensors of order greater
than 0 to consider rectangular Cartesian coordinates only.” [8,
p. 813].

In the meantime—as an answer to a question concerning the possibility of
applying an absolute integral to determine the displacement field from the strain
field, but in curvilinear coordinates—Cesaro’s formula in these coordinates'' was
derived 1991 [75], in connection with some considerations in the shell theory. And
these considerations, according to Golab’s statement (but, truth to say, almost
thirty years ago) concerning the Green, Stokes and Gauss formulae:

“The essential nature of these theorems did mot become clear
until they were written in vector or tensor form, which revealed
the invariant, and, hence, geometric character of these formulae

These theorems are still waiting for a suitable monograph
to be written presenting all aspects ... of theorems in a way
which is both up-to-date and of a satisfactory standard as regards
mathematical rigour.” [33, p. 288],

were the occasion to point out another forms of these theorems [78]. Subsequently,
bearing in mind Fliigge’s warning concerning the precaution needed in the use of
the Tensor Calculus'?:

“The general, noncartesian tensor is a much sharper thinking
tool and, like other sharp tools, can be very beneficial and very
dangerous, depending on how it is used. Much nonsense can be
hidden behind a cloud of tensor symbols and much light can be
shed upon a difficult subject.” [30, p. iv],

HThe proposed approach to formula’s derivation and its ensuing form was new, judging from
the literature accessible to me.

12Even if some of its approximations are in question (e.g. in FEM, as it was already mentioned
above).
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some inconsistencies in the shell theory [81, 82] was pointed out. This—in accor-
dance with the statements (their actuality was also confirmed by M. Mié¢unovié, in
a discussion at the 21st Yugoslav Congress on Theoretical and Applied Mechanics)
on the strain measures role in the shell theory:

“One of the difficulties encountered in the development of a sat-
isfactory theory of shells, especially for finite strains, lies in the
choice of suitable strain measures. ... The choice of ... mea-
sures for finite deformation of shells has not been assessed or
sufficiently explored. At any rate, the choice depends also on the
constitutive equations as well as the point of view that may be
adopted in seeking the complete formulation of the theory.” [11,
pp. 25 and 32]

—should be used for some further stipulations in the shell theory, with the reca-
pitulation of thin shell field equations derivation. It should be remarked
that one of the reasons to return to the foundations of the shell theory was the
statement read in the Benchmark journal a long time ago:

“A perfect thin shell element is still the ’holy grail’, but shells
i the meantime have still to be analysed and there are a wide
variety of shell elements in common use.” [61, p. 10],

as well as the belief that the situation can hardly be improved without discussing
the very premises of the shell theory. A contribution to this conviction represents, it
seems, the following very distinctive title— “Efficient finite elements for shells—do
they exist?”—in Proceedings of a relatively recent international conference:

“We demonstrate that ’shell problem’ as a mathematical concept
1s of very complex nature. This helps to understand why the shell
modelling by finite elements is so hard.” [85].

However, the application of the idea of invariant FE approximations (although
announced in 1987!) was not continued until 1993 through the consistent, i.e.,
invariant derivation of FE equations of motion in curvilinear coordinates [83],
with invariant numerical (i.e., approximative) integration. The comparison of
their numerical efficiency with the one of the usual equations remained for some
other time.
again thanks to him I had the opportunity to return to some of my “wonders”
now nearly two decades old [89]. And, lo and behold— absolute integral a’priori
declared to be nonsense, was the subject of a communication on one of the sessions
of the French Academy of Sciences back in the distant year of 1929! So a remark
that:

“

i the integral calculus and its application to mechanics
almost no attention seems to be paid to the question of invariance
of the differential expression’s integration, namely the differential
equations among which the differential equations of motion are
most frequent.”
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and courageous effort to overcome the fact that:

“

ordinary integration destroys the tensor character of geo-
metrical and mechanical objects ....” [90, p. 183]

obtained their “historical” justification.

Of course, the idea of invariant FE approximations is not left aside and in
1995—through a communication [84] on invariant stress extrapolation—it received
a numerical confirmation, as well a graphical one [87]. Finally, the testing (although
announced in 1993!) of the numerical efficiency of the invariant approach was
performed in 1999 in the case of determining the nodal displacements in some
typical FE problems in curvilinear coordinates, using the invariant FE equations
of motion. However, without hurrying to proclaim several numerical examples as
crucial evidence to the superiority of the proposed invariant (covariant) approach
in the finite element method, something undisputable should be emphasized—the
least that this approach deserves is to be fully reconsidered once again, especially
bearing in mind that it can be successfully applied not only in the local [84], but
in the global “stress recovery” procedures [86], too; besides, in view of the fact
that the paper [64], pleading for an invariant tensor fields approximation, in
the meantime was cited several times [73, 79, 80, 91, 92], as well the fact that this
approach has been recently [93] used in three-dimensional FE analysis too, it seems
that its applicability to the approximation of laws in any physical theory is being
more and more approved. This was the decisive moment to assemble some former
results in one place.

Finishing the chronology of my acceptance of the idea on the invariance of
fields and the invariance of operations (for example integral ones) performed
on these fields in a physical theory, as well the chronology of my own enduring on the
invariant approximation of these fields (either, for example, FE approximations
or the numerical integration being in question)—I dare to express the following con-
viction: all above mentioned give the hope for a, perhaps immodest, expectation
that these few research directions— absolute integration (as a part of Theory of
Invariants), shell theory (as an invariant approximation of Solid Mechanics) and
corresponding applications in finite element method (as an invariant approx-
imative theory)—might together, in the time to come, lead to the improvement
both of theoretical and applied aspects of the contemporary Mechanics.

In these endeavors—although a long time ago it was stated that the finite
elements can be used in Euclidean as well as in non-Euclidean spaces:

“

. the gemeral concept of finite element is applicable to ... ten-
sor field, defined on Euclidean or non-Euclidean spaces ... Gen-
eral finite-element representations of covariant and contravari-
ant components of vectors defined on non-Euclidean spaces ...
were used ... in the analysis of thin shells.” [28, p. 46],

—the true challenge will represent wrestling with the consistent invariant finite
element approximations in non-Euclidean spaces. Some contributions [89,
94, 95]—where a heretical idea concerning the necessity for a different definition of
the invariant operations of differentiation and integration in non-Euclidean spaces
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(the middle shell surface is an example of these spaces!) was declared—represent
in essence the searching for an appropriate foothold. Such a forward coming should
be the subject of future activities, and words:

“There is no one single general configurational ordering in me-
chanics ... motion problems are not solved in one single way,
i.e., uniformly, but in many equivalent ways, that is, in polifold
or manifold ways. Therefore, the statement ’differentiation and
integration of tensor on manifolds’ is meaningful so long as it
s clearly stated what particular manifolds are referred to or if
valid proofs are given about invariance of differentiation and in-

tegration upon manifolds .... The required integral can be deter-
mined only to the degree of knowledge about manifolds ....” [90,
pp. 183-184]

look like a prediction of the variety of approaches which then will appear, but
impose a question, too: which path is the right one?



2. ON INVARIANCE OF INTEGRATION

2.1. Introduction

Attending lectures at the Department of Mechanics (Faculty of Natural Sci-
ences and Mathematics, University of Belgrade), I had an opportunity to wonder
more than once whether the various derivations of equations in three-dimensional
Euclidean space, connected to the procedure of integration, unavoidably had to
be carried out in the Cartesian coordinates. This was usually justified by “formal
difficulties” arising in an attempt to derive these same equations in curvilinear
coordinates—hence, the equations derived in the Cartesian coordinates were pro-
claimed, on the basis of their tensorial form'3, to be valid in the case of arbitrary
coordinates.

2.2. An absolute or covariant integral

In 1976 I obtained an answer to these questions for the first time, from the
communications and the papers [22] and [26] of V. Vuji¢i¢, in which he postulated
the absolute integral of a tensor as an integral operator “.. by which it is possible
to obtain the initial tensor from its absolute differential.” [26, p. 375]. The doubt
with which the audience responded to these communications, concerning the sense
of introducing such a notion, could in my opinion be resolved only by proving that
this idea—introduced in an affine n-dimensional space—results in a natural way
from the usual notion of a curvilinear integral after the introduction of arbitrary
generalized coordinates, at least in three-dimensional Euclidean space.

2.2.1. An absolute or covariant integral in Euclidean space'®. In the
Cartesian orthogonal coordinates 2z (¢ = 1,2, 3) the line integral, from the point
Py to the point P on an arbitrary curve C, of the differential of the vector function

L3 This way of concluding is frequently encountered in literature: “The tensor equation ...
having been established in a special coordinate system, is valid in all coordinate systems.” (7,
p. 543] or: “Since this formula is constructed in full tensorial form, it is true not only in Cartesian
coordinates ... but also in any coordinate system.” [10, p. 172].

14Based on [44].



14 ON INVARIANCE OF INTEGRATION
—Vie, 15
v =V"e;, would be

/dv: /d(Viei):ei / dV'=e; [V{(P) = Vi(Py)] = v(P) —v(P). (2.1)
Py P PP PyP

According to the definition of the line integral, we can also write

oV , OV j
_ oy i_ 1 v J
/ dv = / (azj el) dz nlini.lok (8zj el)% Az, (22)

PyP PyP =1

where Az{k) = ng) — Z{k—l) is the difference of coordinates of the points A and
Ap_q, (jék) is an arbitrary point on the arc Ay_q Ay of the curve C'. We can notice
that in the Cartesian coordinates Asz) = R{k) — R{k_l) where r is the position
vector of the point A on the curve C.

In order to give an invariant form to the expression in (2.2), we will introduce
arbitrary generalized coordinates z¢ (i = 1,2,3) but bearing in mind that all the
quantities in (2.2) are not calculated at the same point. Under the coordinate
transformation

2t = 2'(a7), (2.3)
we shall have
@V /0 el = (W ga, (027 /02 | (2.4)

where ffk) = xl(C(ik)), v=0'g, v, = Vo'
On the other hand, for the difference of position vectors we have

Ar(y =10k = T(e-1) = (M) = 97 T(k—1)) 85 = D17 85

since it is indispensable, by means of the Euclidean shifter gjl = g_jl(Ak,Ak,l),
[8, p. 808], to perform the transport of the vector r(,_;y to the point A;. Under
the transformation (2.3) we shall have
j j 1 i 1.
Asz) = AR{k) = Ar, (027 )0z )$fk>
Now we can write

[(0V*/027) ei]dk) AZ{k) = (vim gi)ﬁfk) (amm/azj)dk) Arfy) (8zj/8x”)mék)
= (02027 ) (027 [0x™) ) (V' 84) ey A7

L
(k) Tk

= g0 (0 i), Al

= (05 (E(1y) 9 A7) 86 () (2.5)

where ¢7" = gTL(fék), xl(k)) is the shifting operator ( “Euclidean shifters”; [8, p. 806])
by means of which we managed to observe the last expression in (2.5) at the point
ffk) on the arc Ay_1 Ax. However, for the addition mentioned in (2.2) it is necessary
to perform a parallel displacement to the same point, e.g. the point P, of all the

15The Einstein’s summation convention for diagonally repeated indices is used. Latin indices
have the range {1, 2, 3}.
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terms appearing in that sum, and they are, in fact, expressions of the form (2.5).
The expression in (2.5) is presented in the form of a vector at the point ffk) and
it will, as an invariant object, remain unchanged, whereas its coordinates will be
determined at a new point by means of Euclidean shifters, and in relation to base
vectors at that point. Therefore, (2.4) will be equal to [vfm(ffk)) g AT, 9" gp(P),
where g = g;p(gék), P).

It is further possible to write for the expression (2.2)

n

= D [l (€l 957 Arfio] 6 80 (P)

k=1
=gy(P) lim D [, (&) o7 Arfiy] g7, (2.6)

k=1
because g, (P) does not depend on the division at all and it is the same for all the
members of the sequence. In that limit

g =05, Arfy — Dr", ufm(gfk)) 9ln Ar{y — Dv',
so we will mark it by the symbol

/ g7 (M, P) Dv (M), (2.7)
PP

analogous to that in the Cartesian coordinates, where M is the “current” point of
integration. So now, according to (2.6) and (2.7), it can be written

/ dv = g,(P) / g7 (M, P) Dv'(M), (2.8)
PP PP
and as it is
v(P) = v(By) = [v'(P) — v'(P) gi'(Po, P)] &i(P),
on the basis of (2.1) and (2.8) we can determine the value of the symbol (2.7)

/ g (M, P) Dv'(M) = v*(P) = v'(Py) g (Po, P) = vP(P) — AP(Py, P);  (2.9)
PP

the vector AP, having been obtained by the parallel transport of the vector v!(P,),
represents a covariantly constant vector field.

From the relations (2.1) and (2.8) it implies that the “ordinary” and “absolute”
or “covariant” integral (2.9) are only the coordinates of the same invariant in the
Cartesian, that is, in the arbitrary generalized coordinates

/ dv =e; / dV' =g, (P) / g7 (M, P) Dv'(M).
Py P PP Py P
So, following J. L. Ericksen’s concept ([8, p. 808], “.. one can form a tensorially
invariant integral of a tensor field by shifting the field to an arbitrary fized point
. then integrating the shifted components, so obtaining a tensor defined at ...”),
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we came, in a natural way, to the “covariant”, that is, to the “absolute” integral
which was postulated in [22] and [26].

REMARK 1. It should be noted that a slightly different symbol from the one
in [22] or [26] has been used for the absolute integral

v
/ DovP = / g* (M, P) Dv'(M) (2.10)
PP PyP
in order to emphasize that this operation in Euclidean space reduces to an inte-
gration in accordance with Ericksen’s concept of integration of the vector (tensor)
fields in curvilinear coordinates.
REMARK 2. It is clear that the relation (2.9) can also be extended to any

tensor field; e.g. for a second order tensor t we shall have

v
</Dtmn=> /g.zlm(MaP)gzjn(M»P)Dtij(M):
PoP PyP = tyn(P) = ti;(Po) g°,(Po, P) g%, (Po, P).  (2.11)

The last member in this expression (as well as the last member in (2.9)), being
obtained by a parallel displacement of a tensor t;;(F), is a covariantly constant
tensor field.

In order to illustrate the use of the notion of the absolute integral'®

gration of Killing’s equations in generalized coordinates was performed.

, an inte-

2.2.1.1. Integration of Killing’s equations in curvilinear coordinates. Let us
concern our-selves with the proof that the equality d;; = 0, in which d;; is the
velocity strain tensor, is the sufficient condition that the movement of the body
should be rigid, not supposing that the Cartesian coordinates are in question. From
2dij = Ui,j + Vji = 0 follows Vi, ik + Vjik = 0 as well as Vk,ji + Vj ki = 0 and by
subtracting we find

0 =vijk = Vkji = (Vik — Vki)j = 2Vik;

and therefore it implies that it must also be Dv; ; = 0. Let us perform an “absolute
integration” of that equation. We shall have

/ 9'm (M, P) g%, (M, P) Dv; j(M) = vin(P) = i, (Po) ' (Po, P) g% (Po, P)

o = U (P) = wis(Py) g (o, P) &%, (Po, P)
= vm,n(P) - Amn(P07 P) = 0, (2.12)
where w;; (Po) = v; j(Py), and, because of d;; = 0, w;j = —wj;; Amn is a covariantly

constant tensor. And, as it is Dv;/Dt = v;j, dx* /dt = v; , Dr*/Dt, where r* are

161¢ is worth mentioning that, after the presentation of the paper [44], a question concerning
the possibility of applying an absolute integral to determine the displacement field from the
strain field (so-called Cesaro’s formula), but in curvilinear coordinates, was raised; my answer was
affirmative, and this was realized in [75] (see section 2.2.1.2.).
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the coordinates of the position vector, we have Dv; = v; Dr¥: on the basis of
(2.12) it implies that it is in the arbitrary point M

Dvy (M) = Apn(Po, M) Dr™ = Dlw;;(Po) g, (Po, M) g%, (Po, M) r™(M)], (2.13)

since the tensor A,,, is covariantly constant. Let us perform an absolute integration
of the relation (2.13)

U (P) = 0(Po) gl (Po, P) = wi(Po) ¢, (Po, P) g%, (Po, P) " (P)
wu(Po) 5 o, n(Po) ' (Po, P)

= wi; (Fo) 9! (Po, P)g’,(Po, P)r"(P)
—w”(PO) n(Po, P) 7 (Po)

= w;ij(Py) 9'm(Po, P) g, (Po, P) ™ (P)
— wj(Po) gl (Po, P) g%, (Po, P) gi" (Po, P) 7' (Po)

= w;j(Po) gl (Pos P) ¢ (Po, P)
x [ (P) — gi" (Po, P) ' (Po)];

we made use of the fact that g’,,(Po, Po) = 0%, and g%, (Py, P) g;"(Po, P) = 4.

If an axial vector is coordinated to the antisymmetric tensor in an established
way (a three-dimensional space is in question): w;; = € wk, the result of the
integration can be presented in the form of

U (P) = vi(Po) ¢!, (Po, P)
+ €ijn(Po) w" (Po) gl (Po, P) g% (Po, P) [r"(P) — g™ (Po, P) r' (o)) (2.14)

On the other hand, it is known from Rational Mechanics that the field of the
velocity of the rigid body points is determined by the formula

v(P)=v(P) + Q@ x [r(P) —r(FR)], (2.15)

where  is the vector of an instantaneous angular velocity, and the moving origin,
at the noticed moment, is taken just at the point Py; in the coordinate form that
the formula will in arbitrary generalized coordinates read

Vi (P) = 0(Po) ' (Po, P) + mien (P) Q*(P) [r™(P) — gi" (Po, P) ' (Py)]
= 0(Po) gl (Po, P) + Epgr (Po) 913 (Po, P) 6% (Po, P) 97, (Po, P) QF(P)
x [r™(P) = gi" (Po, P) ' (Po)]
0(Po) ¢l (Po, P) + €pgr(Po) Qq(Po) m(Fo, P) g (Fo, P)
x [r™(P) = gi" (Po, P) ' (Po)), (2.16)
and that is just the formula (2.14) (we used the fact that the angular velocity is the

same for all the points of the rigid body at a given moment, as well as the covariant
constancy of the e-system coordinates).
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2.2.1.2. Derivation of Cesaro’s formula in curvilinear coordinates'”. This sec-
tion is the result of an attempt to use the idea of an absolute or covariant integral
for determining the displacement vector coordinates from infinitesimal strain tensor
coordinates, prescribed in an arbitrary curvilinear coordinate system®®.

Let us concern ourselves with the proof that the three-dimensional compatibil-
ity conditions

€4kl — €ik,jl — €lj,ki T €klij = 0 (2.17)

(where e is the Eulerian infinitesimal strain tensor, while the comma denotes co-
variant differentiation with respect to the three-dimensional metric tensor) are nec-
essary and sufficient conditions for the existence (in a simply-connected region) of
a displacement field u such that

Ui+ uji = 2eij. (2.18)
We shall proceed similarly as in [62, pp. 56-57], but without supposing that the
rectangular Cartesian coordinates are in question. Let us start from the relation
(cf. e.g. with [62, (8.1)])

Ui,j = €ij — Wijs (2.19)
where u; ; are the displacement gradients, and
1

wij = 5 (Ui — i) (2.20)
are the linear Eulerian rotation tensor coordinates. From (2.19) follows that the
absolute differential of the displacement vector is

D’U,i = U4, dl‘j = U4,j DT’j = (eij — wij) DT’j, (221)

where 77 are the components, in the curvilinear coordinates z?, of the position
vector r. If we perform, according to (2.15), an absolute integration of the relation
(2.21), we shall have

s (P) — us(Po) gy (Po, P) = / gin(M, P) Dus (M)

PyP
- / G (M, P) [e1;(M) — wi; (M)] Drd (M)
PyP
- / g (M, P) es; (M) Dri (M)
PyP
- / 61 (M, P) Dlui; (M) (M)]
PyP

17Based on [75].

18Even back in 1978, I did not doubt the feasibility of carrying out all these procedures in
curvilinear coordinates, but the opportunity to do this arose only recently, in connection with
considerations in the shell theory. Naturally, the effective use of this formula is reduced to eval-
uating the usual curvilinear integrals, but the proposed approach to the formula’s derivation and
its ensuing form are quite new, judging from the literature accessible to me.
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4 / G (M, P) 7 (M) Dwsgy (M), (2.22)

Py P

From (2.20) it follows

1 1
Wik — Wi jk) = 5 (Wjki + Uk ji) — 5 (Ukij + Uikj) = €jki — €kij

Wigk = 5 2 2

and
k k
Du)ij = wij,k dl’ = (ejk,i - e]ﬂ',j) DT B

so, according to (2.16) an absolute integration of this relation gives

Wi (P) = wij (Po) g' (Po, P) g% (Po, P) = / 9'n (M, P) g/(M, P) Dw;;(M)
Py P

= [ M. P) GO P) (M) — exs (M) DI (M), (223)
Py P

Using (2.14) and (2.23), and after some indices exchange, we can rewrite (2.22) in
the following way

tn(P) = wi(Fo) 8 (ForP) = [ 91 (M, P) €5, (M) Dr? ()
Py P
— Wi (P) 17 (P) 4+ wi;(Po) 77 (Po) g',,(Po, P)
+ / g?nz(M? P) TJ(M) [ejk,i(M) - 6]“‘7]'(M)} D’I“k(M)
PP
= / 9’ (M, P) {eqx(M) + 17 (M) [ejk: (M) — exi j(M)]} Dr*(M)
PP
— wij(P0) g (Po, P) gy (Po, P) 1! (P) + wij(Po) 17 (Py) g, (Po, P)

- / G (M, P) g (M, P) [ej11(M) — egs ;(M)] ' (P) Dr* (M),
PP

finally obtaining
Um (P) = ui(Py) g’ (Po, P) = wij(Po) g’ (Po, P) [, (Po, P) r (P) — 17 (Py)]

+ / G (M, P) {ea (M) — [g)(M, P)r'(P) — 1 (M)]

Py P
x[ejk,i(M) — ek”(M)]}Drk(M) (224)
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and that is the coordinate form, in arbitrary curvilinear coordinates, of E. Cesaro’s
formula!®2° for determining the displacement field from a prescribed infinitesimal
deformation field. Concerning the integrability of the expression (2.24), it can be
proved by checking the path independence conditions for the corresponding line
integral. These conditions read

{ein(M) = [g7, (M, P) 1™ (P) — 17 (M)] [eji,i(M) = exi,(M)]}q
= {eju(M) = [¢7 (M, P) ™ (P) = 17 (M)] [ej1i(M) — eri,;(M)]} 1.

That they are satisfied follows from the fact that, bearing in mind the performing
of the covariant differentiation at the point M, we can (similarly as in [62, p. 57])
show their equivalence to the compatibility conditions (2.17).

EXAMPLE. Let us determine the displacement filed for an infinitesimal relative
strain tensor prescribed in the cylindrical polar coordinates {x!,z2, 23} = {p, p, 2}

sin(2¢) ocos(2p) O
{eij} =k {ocos(2p) —o®sin(2p) O (2.25)
0 0 0

(k is an infinitesimal constant), if the displacement u;(FPy) and the rotation w;;(Fp)
at the point Py (0 = 1,0 = 0,z = 0) are equal to zero.

Taking into account that the only three Christoffel symbol coordinates different
from zero, in the cylindrical polar system, are: '3, = —p, ['?, = T'%, = 1/p, it is
easy to show [43, p. 45] the covariant constancy of the prescribed infinitesimal strain
tensor

eij,k =0. (226)

From the relation (2.26) it immediately follows that the compatibility condi-
tions (2.17) are satisfied, so we can use the formula (2.24), which, because of (2.26)
and the assumptions u;(Py) = 0 and w;;(Py) = 0, reduces to

U (P) = / gt (M, P) e (M) Dr*(M). (2.27)

PyP

19The notion of an absolute or covariant integral here is used in order to carry out E.
Cesaro’s formula entirely in the coordinate form in an arbitrary system of curvilinear coordinates.
Of course, in the case of the Cartesian coordinates (when the Euclidean shifters are the Kronecker
delta), the formula (2.24) is reduced to the usual one ([41, p. 41] or [62, p. 57]).

201t should be noted that the derivation of Cesaro’s formula in direct notation (i.e., without
introducing indices in the corresponding vector or tensor field kernel, thus without pointing out to
the coordinate system in question) can be found in [19, p. 63]. On the basis of the formula (2.2.2)
derived there, its coordinate form (2.24) in arbitrary curvilinear coordinates can be obtained by
consistent use of the Euclidean shifters; in that case, the integrals of form (2.9) or (2.11) (obtained
in [44] by introducing arbitrary curvilinear coordinates into integral sums of the corresponding
limit process) should arise.
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Using the equality {Dr*} = {da*} = {do,dp,dz} as well as the fact that e;3 =
es; = 0 (see (2.25)), we can present (2.27) in the following form

w(P) = / {[g4(M. P) ey (M) + g2 (M, P) e (M)] Do(M)

PP gL (M, P) exs(M) + g% (M, P) eas(M)] Dp(M)}

us(P) = / {[95(M, P) exy (M) + g3 (M, P) ey (M)] Do(M)

PP gL (M, P) e1a(M) + g5(M, P) eas(M)] Dp(M)}
’LL3(P) =0.

However, the coordinates of the shifter which relates to the points Mg, ¢, 2)
and P(R,®,Z), in the case of the cylindrical polar coordinates, are equal (I8,
(17.2)], [32, (3.A.23)] or [43, p. 11])

4 cos(p — D) Rsin(p — @) 0
{g5m (M, P)} = ¢ =(1/0) Sg)n(so —2) (R/o) cog(<p - @) (1)

Bearing in mind (2.25) and suitably choosing an integration path?! from P
to P, e.g. over the points (R,0,0) and (R, ®,0), we can reduce the curvilinear
integrals in (2.28) to the ordinary ones

R

u(P) =k { /[cos(go — @) sin(2p) — sin(p — P) cos(2¢)] ’sz do

+ /[g cos(p — ®) cos(2¢) + o sin(ep — @) sin(2¢)] ‘QIR dgp}

[sin(p — @) sin(2¢p) + cos(p — P) cos(2¢)] ’wzo do

St~

UQ(P):]CR{

>
+ /[g sin(p — @) cos(2¢) — o cos(¢p — @) sin(2¢)] |g:R dgo}.
0

Now we immediately obtain that the first and second displacement field coor-
dinates are

u1(P) = k[R sin(2®) — sin(P)]
u2(P) = k R[R cos(2®) — cos(P)]
and these are exactly the expressions obtained in [43, p. 47], in the same example,
by solving a system of partial differential equations which follows from the starting

system (2.18) after explicitly expressing the covariant derivatives in the cylindrical
polar system.

2lpath independence of the curvilinear integrals in (2.28) is provided by the above mentioned
satisfaction of the compatibility conditions.
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REMARK. These sections show, using Killing’s equations and E. Cesaro’s for-
mula as examples, that the derivation in the coordinate form of various integral
relations in Euclidean space should not be limited to the Cartesian coordinates,
which is usually motivated by procedural simplicity and a wish to avoid “some
formal difficulties” in using curvilinear coordinates.

2.2.2. An absolute or covariant integral in non-Euclidean spaces®?.

In the meantime, from the discussions following new communications of V. Vujici¢,
an impression could be gained that, instead of the first a’prior:i resistance to the
notion of an absolute integral, an opinion prevailed in the audience that this notion
in Euclidean space “does not represent anything new”, that it has been “known for
a long time already” or is even “superfluous”®?, but has no sense in non-Euclidean
spaces!

Time passed, and other preoccupations followed .... Even so, in the meantime
I encountered an assertion stating that, in a space equipped with the linear connec-
tion, “The problem of integrating a field of tensor quantities along a given curve...
reduces to one of integrating a system of ordinary linear differential equations of
the first order.” [33, p. 286], but without mentioning an (integral) operator able to
confirm this assertion. It should be noted that a field defined along a curve was dis-
cussed here, while we face quite a different situation when the tensor field is given
throughout the whole space or in one of its domains: “The problem of integration,
i.e., the operation inverse to covariant differentiation, then ... is difficult and has
not yet been solved in its full generality.” [33, p. 287]. Hence, although “Not much
progress has been made on the problem of giving not only the integrability conditions
but also the solutions. Apart from the papers of Dubnov**, Lopschitz*°, and Graiff*®
... little has been done to date.” [33, pp. 287-288], an attempt to find an operation
inverse to the operation of covariant differentiation has certainly not been said to
be a’priori without sense®’, nor have the integrability conditions been connected
only with the path independence conditions.

The papers [49] and [59] appeared in the meantime, proposing the use of the
idea of an absolute integral to solve some problems of analytical mechanics, but it

22Based on [89].

23Nonetheless, I have not, until now, encountered the derivation of Cesaro’s formula in the
way proposed in [79] (see section 2.2.1.2.).

24ya. S. Dubnov, Intégration covariante dans les espaces de Riemannd deux eta trois dimen-
stons, Trudy Sem. Vektor. Tenzor. Anal. 2-3 (1935).

25A. Lopschitz, Integrazione tensoriale in una varietd riemanniana o due dimensioni, Trudy
Sem. Vektor. Tenzor. Anal. 2-3 (1935), 200-211.

26, Graiff, Sull’integrazione tensoriale negli spazi di Riemann a curvatura constante, 1st
Lombardo Accad. Sci. Lett. Rend. A. 84 (1951), 155-163.

27As far as the problem difficulty is concerned, it could be anticipated because “The fact
that two quantities ... of the same species, but attached at two different points in space, cannot
be compared causes serious difficulties in tensor analysis ...” [33, p. 157]. Namely, in order
to compare, or add (like in the process of integration ...), any (physical) quantities, they must
be transported to the same point in space, and then the question of their parallel transport
unavoidably arises.
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was stated that still “.. the problem of the covariantly constant tensor [A, i.e.]
Agll;;;@;n in Riemannian spaces is not solved generally ...” [49, p. 1307)%.
However, V. Vuji¢i¢ himself has recently (during a visit to Moscow) obtained
the paper [1], so that, once again thanks to him I had the opportunity to return to
some of my interests now nearly two decades old. And, lo and behold—something
a’priori declared to be nonsense, was the subject of a communication in one of the
sessions of the French Academy of Sciences back in the distant year of 1929!

2.2.2.1. Intégrale absolue du vecteur. Namely, the paper [1] considers the
determination of a vector field V such that, along a curve K

x¥ =¥ (t)

in a space equipped with linear connection®?, the absolute differential of this field
is equal to
DVY
=Y, 2.29
Dr =Y (2:29)
where v¥(t) is the field given at the points of the curve K; the problem reduces to

solving a system of ordinary linear differential equations of the first order
avvy dx*

—— Y, V= =" 2.30

a g T (2:30)

all its solutions, as it is known, can be written in the form
VY = K;(/Kf; o™ dt + O“), (2.31)

where C* are the constants, while K" represent the fundamental solution of the
homogeneous system corresponding to the system (2.30) and K* is defined by

KyKi =6, KVK,=6,. (2.32)

In the next step, by transforming the expression (2.31) and perceiving a “wide
analogy” of this procedure with ordinary integration, Hordk introduced in [1] “un
symbole d’intégration absolue le long d’une courbe” (1)

qu”dt =K/ / KK vt dt
and rewrote the formula (2.31) in the form
VY = Jv”dt + K",

designating
K" =K, C",

28By courtesy of V. Vuji¢ié, I had the opportunity to look through the thesis [70], referring to
the tensorial integration on manifolds; there one can find quoted several authors who have been
occupied with tensorial integration defined as an operation inverse to covariant differentiation,
but not in the way postulated in [22] and [26].

29Greek indices have the range {1,2,...,n}, where n is the number of the space dimensions.
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and finally defining as an “intégrale absolue du vecteur v¥ prise le long de (K ) entre
les limites ty et t” the following vector
t

t
Jv”dt =K,/ (t) / KXo dt! (2.33)
to to

But, let us now return to the expression (2.31). This expression can be rewritten in
a somewhat different form. Namely, if K is such a fundamental solution reducing
to the Kronecker delta when ¢t = %3, then the solution of the nonhomogeneous
system (2.30) can be written down as

Vi (t) = K/ (to,t) (/Kﬁ\(to,T) M) dr + V0“>, (2.34)

where VJ' = V#(ty). A similar form can be found, for example, in [20] (the expres-
sion (22) on p. 135), but the method of presentation used here certainly points out
the fact that the solution is a function of the initial values and of the choice of the
point ¢y3C. But, after this stipulation concerning the dependence on the variables,
(2.34) can obviously be rewritten in the form

t
V¥(t) :/Kﬁ”(to,t) KX (to,T) U)‘(T)dT+K/fL(to,t) Vo,
to

or, bearing in mind that the composition K/ (to,t) K% (to,7) is a fundamental
solution, too [23, pp. 78-79], in the form

VY (t) = /K';(T, t) oM7) dr + K,/ (to, t) Vi, (2.35)

where the same “kernel” is kept for this fundamental solution.

2.2.2.2. Shifting operator along a given curve. In order to provide a geometrical
interpretation to the previous result, we point out that the homogeneous system
corresponding to (2.30), i.e., to (2.29) represents the condition of parallel transport,
for example, of a vector u along the given curve K. However, “From the linear
homogeneous character of the differential equations” [6, p. 59] corresponding to
(2.30), it follows that the vector uf = u”(tp) at the point Py = P(to)(to) by
parallel transport determines the vector u” = u”(t) at the point P = P(t) as a
linear homogenous function; this, in essence, means that we may write

u’ = K ), (2.36)

since the linear combination at the right side in (2.36) is certainly a solution of
the homogeneous system, and—because of the uniqueness of the solution—this

30The first index in K(to,t), either superscript or subscript, refers to the point on the curve
K determined by the first argument, while the second one refers to the point determined by the
second argument.
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combination must be equal to the vector obtained by the parallel transport of the
vector u{)\.

Consequently, the coefficients K l‘f(to,t) represent the shifting operator along
a given curve, i.e., “the parallel propagator” [6, p. 59] or “fundamental bipoint
tensor” [25]. We add that the previously mentioned composition of fundamental
solutions now also receives its geometrical sense—the composition of two parallel
displacements is in question. Such an operator represents a double tensor field
(“a 2-point tensor”; [6, p. 59]), but it should be noted that it depends on the
chosen curve, too.

If the equation (2.29) is satisfied along the curve K, then (2.35) can be rewritten
in the form

t v
/ K3 (1) o\(7) dr = / K3 (M, P) DV (M) = V*(P) — K* (Py, P)VH(Py),
to Py P

and this is, if we introduce (similarly as in (2.10)) the notation

v
/ DV" = / K;¥(M, P) DV*(M),
PyP PyP
in essence the form

v
/ DV = VY(P) — K;/(Py, P)V*(Py) = V¥(P) — A*(Ry, P), (2.37)
Py P

postulated in [49] for an absolute integral in Riemannian space; we have thus demon-
strated the geometrical sense of the vector A” covariantly constant along the curve
K, as well as how it can be evaluated. Hence this operation can be used to deter-
mine a vector field if its absolute differential is known. On the other hand, it is
clear from (2.33) (although some inconsistency in designating the variable of inte-
gration is noticeable there) and (2.34)—(2.35) that the notion of an absolute integral
in (2.37) coincides with one introduced in [1].

REMARK. To be quite precise, the expression quoted in [1] was neither of the
form postulated in [22] and [26] (namely, the absolute integral of an absolute differ-
ential is not mentioned, but only an “intégrale absolue du vecteur ... prise le long
de K entre les limites to et t”), nor was its geometrical interpretation given, but it
was unambiguously shown how to determine the coefficients K 5 appearing in [1] —
they represent the fundamental solution of the corresponding homogeneous system
of differential equations. However, only the procedure of the introduction of the
Hordk obtained; namely, it was noticed that these coefficients from [1] represent
the shifting operator along the curve mentioned in [22, 26, 49], making possible
to evaluate the covariantly constant vector (tensor) A, as well as to determine a

31 Although, as we know [42, p. 130], J. L. Synge himself has rejected the notion of an absolute
integral.
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vector (tensor) field if its absolute differential (along a given curve) is known, i.e.,
to determine the absolute integral®? introduced in (2.37).

2.3. Geodesics in non-Euclidean spaces®?

2.3.1. On absolute integration of differential equations of geodesics.
The presentation of the section 2.2.2 at the 21st Yugoslav Congress of Theoretical
and Applied Mechanics (Nig, 1995) was followed by a discussion between V. Vujicié
and B. Jovanovi¢ (Mathematical Institute, Belgrade) and . Dukié¢ (Faculty of
Engineering Sciences, Novi Sad), concerning the possibility of using the notion of
an absolute integral in order to integrate the differential equations of geodesics in
non-Euclidean space or, more precisely, concerning the procedure (proposed in [24]
and [34]) for the reduction of the order of these equations. The following sections
should represent a contribution to this discussion, also pointing out a dilemma
which then arises. But, first of all, we shall dwell on this procedure for

2.3.1.1. Reducing of the order of the differential equations of geodesics. The
differential equations of geodesic lines in a Riemannian space, i.e., (if we dwell on
the two-dimensional case®') on a surface were formulated a long time ago
2, o 1] v
dd—”2 I, (2.38)
S ds ds
where u® are so-called surface coordinates, I'g, are the Christoffel symbols of the
second kind determined for this surface, and s is the arc length of the geodesic
line. However, it was also stated a long time ago that, in the general case, the
solution of these equations is unknown?®®. Namely, in order to verify the existence
of a geodesic line passing through two points on a surface, i.e., through two points
in a Riemannian space®, a particular examination is necessary in each single case.
Hence, the papers [24] and [34] must have drawn a particular attention since,
due to the introduction of the notion of an absolute integral, a simple procedure
for the reduction of the order of the differential equations (2.38) was proposed.
The procedure is based on the possibility of rewriting the system (2.38) in the
form

4y g du? duy_

ds \ ds P ids ds

i.e., in the form (Ds = ds)
D /du®
(=) = 2.
Ds( ds ) 0 (2.39)

320f course, an integral defined in this way in non-Euclidean space is not, in general, inde-
pendent of the chosen curve K. This dependance on the path of integration may be the source
of heretical ideas about the necessity for a different definition of the operations of differentiation
and integration in these spaces; but, this should be the subject of future activities.

33Based on [94].

34Greck indices have the range {1,2}, while the Latin indices will have the range {1, 2, 3}.

35 “Notons qu’en général, on ne sait pas, sauf quelques cas particuliers, résoudre de
telleséquations différentielles.” 9, p. 134].

363, [17, §17.3-12 and §17.4-2].
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and hence e
u
p(%=) =o. 2.40
I (2.40)
If we knew that—for the vector field in the parentheses—the relation (2.40)
holds along a given curve, then, in accordance with (2.35) and (2.29), we should

write
t d 3
(0:/K'BQ(T,t)OdT: /KB“(M,P)D<%)‘M:>
to Py P
7 du® du® du?
u _dut o @
/D(E)_E_Kﬁ Fo. P) 51, =
PP
ie.,
du® o duP
G = Kew ) (2.41)

and the coefficients K;* would form the fundamental solution of the starting homo-
geneous system (2.39), the satisfying of which is required along this known curve.

However, the situation here is quite different from the one in (2.35) —instead
of a given curve, now an unknown curve (a geodesic line), which should be deter-
mined from the condition that (2.39) is satisfied, is in question! But, an implicit
supposition in the previous procedure is that in the considered space, i.e., on the
considered surface there exists unique geodesic line between the chosen points Py
and P (this results from the classical theory of differential equations or from the
calculus of variation), so (although this line is not known) the previously mentioned
absolute integration along the geodesic line is possible in principle (and, in princi-
ple, there exists the corresponding fundamental system, i.e., the operators Kz* of
the parallel transport along this unknown geodesic line)—the differential equations
of geodesics of the first order®” (2.41) are obtained in that very way, as the first
integrals of the equations (2.38).

Notwithstanding all this, the further integration of the equations (2.41) “is not
solved generally” [42, p. 40] because “the explicit form of the function ... [Kj']
is not known” [34, p. 260], i.e., because “the covariantly constant vector A [A* =
Ky (du? /ds) Po] is not determined in the general case” [42, p. 40]. And at this
moment, in an example in [42, p. 41], the author resorted to the use of the result
of the Clairaut’s theorem in order to determine the covariant coordinates of the
vector A and then to solve the differential equations of geodesics®®, while the very
problem of determining the coefficients K", i.e., the operators of parallel transport
with respect to a surface (along a geodesic line lying on it) is put aside (with a
comment that they cannot be obtained by extracting the “surface” part from the

3TA further step is made in the paper [34], where the finite equations of geodesics are obtained
under the supposition of the existence of a vector ¢* such that du®/ds = Dp®/Ds!

38When the concept of an absolute integral is not used to obtain the equations of geodesics
with respect to surfaces, a resort to this theorem is made as well [76, p. 324].
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shifting operators of the corresponding enveloping Euclidean space; [42, p. 130]. It
seems that this is a reason enough to say a few more words on the determination
of the shifting operators in Riemannian spaces.

2.3.2. Shifting operators along geodesics in Riemannian spaces®’. For
the sake of simplicity, we shall remain at the case of a surface in a three-dimensional
Euclidean space. As we know, the vectors v(Py) and v(P) in a plane are parallel®
if they form equal angles with the line connecting the points Py and P. Similarly,
one can say that the vectors v(Py) and v(P), in the tangent planes at the points
Py and P of a surface, are parallel if they form equal angles with the tangents (in
Py and P) of a geodesic line (with respect to Levi-Civita connection) connecting
these points on this surface [16, p. 143].

Hence, in order to establish the relation between the coordinates of the vector v
before and after its parallel transport with respect to the surface along the geodesic
line connecting the points Py and P (at the finite distance), we shall proceed in
the following manner: let us introduce a surface coordinate system @®, but in such
a way*! that the geodesic line mentioned above belongs, for example, to the @'-
family of coordinate lines, while the lines of the #2-family are orthogonal to the @'
ones. Bearing in mind that the vectors v(FPp) and v(P) have the same modulus and
form equal angles with the coordinate line @' at the points Py and P, the equality
of their projections at these points on the axes of the curvilinear coordinates u“
follows
V(Po) . EQ(P()) = V(P) . EQ(P)7

where N
a, _ or

aa:%’ ‘éa|:\/5a'5a:\/@aa7

the following holds (ans are the coordinates of the fundamental metric tensor of

the surface)
Ua(Po)  _ 0a(P)

Viaa(Po)  \/@aa(P) (Fa)-

If we now introduce some other arbitrary surface coordinates u®
u® = u®(a’)

a® = a®(u®), (2.42)

it will be
_ ouP
U = G U8
39This section is contained in the note “Contribution to an attempt of introduction of shifting
operators in Riemannian spaces” (private communication, 1976), resulted from the first encounter
to him for inspection. Now—when there is no reason to doubt the existence of shifting operators
along a given curve (and hence along a geodesic line, too) on a surface—it seems to be the right
moment to quote the subsequent results, which will be used in the next section.
40Here we take parallelism in a narrow sense, since vectors of equal intensities are considered.
41Cf. with geodesic polar coordinates in [4, p. 177] and with Riemannian coordinates in [16,
pp. 166-167].
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of course, in the point of the coordinate transformation; hence it follows
va(Po) ouf| wg(P) o (EF )
Vaaa(Py) 00 1Py \[Gaq(P) 0u*lp a’?
U
and (bearing in mind that « is a free index), after the composition with —| |
. 49 ou | p,
we obtain

a a)(a PO) aﬂo‘ 6”5

o (By) = | ed(e (F0) O Ou”
A(a)(a)(P) Ou? 1P, Ou

This expression can be rewritten in the form

vy (Po) = K (P, P)vg(P),

yies

P’UB(P).

where the quantities (let us call them “Riemannian shifters”)

ouP

(o)) (Fo) 9~ | ou”
P, 0u®

KA (Py,P) =
7 (Fo, P) A(a)(a) (P) Ou

- (2.43)
obviously establish a relation between the coordinates of the parallel surface vec-
tors with respect to an arbitrary surface system u®, i.e., they take the role of the
previously introduced operators of parallel transport with respect to a surface*3;
therefore, we have obtained their analytical expressions—of course, on the condi-
tion that the geodesic lines on the surface under consideration are known (these
expressions will be used in the next section for determining the shifting operators
on a spherical surface).

Let us mention that it is easy to show that, for the inverse operators, we have

G(a) () (P) o’ ou®

KP (P, P) = A
.'y( 0 ) d(a)((x)(PO) ou lpy OuY

P
and it holds that (see (2.32))
K:f(Py, P)K%(Py, P) = 65.

2.3.2.1. Operators of parallel transport along geodesics on a spherical surface.
Bearing in mind that the geodesic lines on a spherical surface (with the radius
r # 0) are its great circles, we shall choose the coordinates a® (appearing in the ex-
pression (2.43) for the coordinates of the shifting operators) to be the geographical
coordinates (u! = @, 4> = ¥) in a spherical polar system {7, $,9J} corresponding
to the Cartesian system z' (2! = z, 22 = j, 2 = z) with the plane 0z'z? (i.e.,
Ozy) coinciding with the plane OPy P, where Py and P are arbitrary points on the
spherical surface. In this way, we managed to make the geodesic line, i.e., the great

2The placement of an index in parentheses means that the summation convention is not
applied to the corresponding member—for example in the summation over « this member is
simply associated to the other members with this index.

431t is noticeable that the expression (2.43), obtained for the operators of parallel transport
along the geodesics on a certain surface, is analogous to that for “Euclidean shifters” [8, p. 808],
where the coordinates u®, introduced in the above described manner, now play the role of the
Cartesian coordinates.
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circle passing through the points Py and P, belongs to the ' = @-family of coor-
dinate lines (more precisely, lie on the equator). Therefore, the expressions (2.43)
can be used, but now (knowing that the diagonal coordinates of the fundamental
metric tensor in the system {@,d} are a3 = 72 cos?d, gy = 72 as well as that
Ip =y = 0) they reduce to

_ow) o
- ou

KPP, P
7 (Po, P) Py Ou“

(2.44)

p

However, in order to obtain the effective expressions for the operators of par-
allel transport with respect to a spherical surface (along its great circle), i.e., to
determine the partial derivatives in (2.44), one should establish the relations (2.42)
between the surface coordinates u® and u®. To realize this, and bearing in mind
that a® (i.e., {¢,U}) are the geographical coordinates on a spherical surface, we
shall choose u® as the geographical coordinates on this surface as well (i.e., u! = ¢,
u? = 1), but corresponding to another Cartesian system 2z (a “fixed” one, in which
the points Py and P are given); then the expressions (2.44) can be rewritten in a

developed form (using u! = ¢, u? =9, a' = ¢, 4> =)

dp| Oy o0 Oy
Ki'(Py,P)==| —=| +—| ==
i (R, P) Op P, 0@ P+8<p P, 0V P
dp| Oy 00| Op
1 _ oy oy ov| 9¢
Ky (B0 P) = 55| ag p * 30 lmaulp o
Op| 09 o9 oY '
K?(Py,P)= -=| — —| =
(R, P) dplp, 0@ P+8<p PO lpP
Op| 09U o9 oY
K3 (Py,P)= —=| — e
2 (P, P) =551 aale T 0 lr, 001
However, in order to determine the partial derivatives
a_cp ) a_cp ) @ ) 6—19 an 6_% ) % 9 a—,l? ) 8—12 ) (2'46)
Oplpr,” 0%1p," dplp,’ OVIp, oplp’ 9vlp” Oplp’ 9Ylp

but, not having the explicit expressions for the relations between the systems
{r,,9} and {7, ¢,d}, ie., (because of r = 7) between the systems {¢,?} and
{@, ¥}, we should use the following relations

0p 0207 0g Do 070027 Do
Op  Op 02" 0% op  0p 0z 07
00 02102 00 99 0% 0x1 Y. (2.47)
oY 09 0z 07 89 90 9z 92
0p 02007 9p  Op 0z 0z Dp
oY 09 0z 97 89 00 9z 929

90 021 0% 90 99 07021 99

Op  Op 02 8_? o9 _ 09 07" 077
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Namely, on the one hand we know the relations between Cartesian and spherical
coordinates

2! =71 cos g cos® r=/(21)2 + (22)2 + (23)2
2* =rsing cos? tangp = z%/z"
23 =1 sind tand = 2% /\/(21)2 + (22)2,

as well as the relations

8—Z1 = cos ¢ cos 6—21 = —r siny cosV 8—21 = —r cosp sind
ar ¥ o 7 99 v
8 2 6 2 8 2
8—2;" = sin ¢ cos ¥ ai =71 cosy cosV 8% = —7 siny sind (2.48)
943 923 93
a—i:sinﬁ ézO a%:rsinﬁ
and their inverse (¢ # +7)
%:cosgp cos %:simp cos U %:smﬁ
Op _ sinp Oy sy 0o .49
0z1 r cos 022 71 cosd 0z3
99 cospsing 99 sinpsind 9 cosd
0zl r 022 r 0z3 r

(analogously is for the relations between 2z and {7, ®,7), and, on the other hand,
between the Cartesian systems z* and z’ there exist the relations

T B S i i
2'=a7, Z'=aj2 (af =d)),

where a’; are the cosines of the angles between the axes of these systems and
dz° , oz ;
5 ay, 907 aj. (2.50)

As it is known, the a?'j can be expressed in terms of the Euler angles, but the
usual relations (due to a suitable choice of the angle of proper rotation, such that
0y = 0, i.e., the axis z! lies in the plane Oz!2?) are now reduced and read

a'y = cosp, a'y=—sinypg, cosVp, a'y=sinYp, sindg,
a?l =sinyYg, a?g = cos gy COSV gy a?S = —cosYpy SinVg, (2.51)
a® =0 a’, = sindp, a’® = cos V.

As for the angles of the precession ¥g, and the nutation 9g,, the former (as
the angle of inclination of the line which represents the intersection of the plane
OPyP and the coordinate plane Oz'2?) can be expressed in the form

sin g cosJg sin¥p — sindg sinpp cosIp

tan g, = (2.52)

cos g cos Vg sindp — sinddgy cos pp cosp’
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and the latter (as the angle between the normals to the planes Oz12% and OPyP)
in the form

080, = cos g cos Vg sinpp cosIp — sin g cos g cos pp cosVp ’ (2.53)

VM

where
M = (sin g cosVg sinp — sin g sinp cosp)?
+ (sin¥g cos pp cosVp — cos @y cos gy sinp)?
+ (cos @ cos Vg singp cos¥p — sin g cos g cos pp cosVp)?;

their dependence on the coordinates (pg,%) and (¢p,9p), i.e., of the points Py and
P respectively, is obvious.

Taking into account the expressions (2.48), (2.49), (2.50) and (2.51), replacing
them in (2.47) and determining the derivatives (2.46) appearing in (2.45), we obtain
the following explicit expressions, in the geographical coordinates, for the operators
of parallel transport with respect to a spherical surface along the geodesic line (the
great circle) connecting Py and P

cos ¥ L _
Kil(PO,P) = Cosﬁi{[smgop sin(pp — VYgy) + cos@p cos(pp — Vgy) oSV gy
x[sin pg sin(po — P Eu) + cos Po cos(wo — YEu) cos Vg
+cos(pp — YEy) cos(po — VEy) sin? Eu}
KQI(PO,P) = {[sin@p sin(pp — ¥Ey) + cos @p cos(pp — Wgy) oSV Ey]

cosUp
x{sin vy [sin Py cos(¢o — YEu) — cos Po sin(wo — YEu) cos Vg
+ cos ¥y sin g, cos @o}

—cos(pp — VYgy) sinVgy[sindg sin(po — Ygy) sind g, + cos g cosVg,}

Ki2(Py, P) = cos 9o {{sin¥p[sin gp cos(wp—py,) — cos ppsin(pp —1py) cos ¥ g,
+cos¥p sindg, cos@gp}
X [sin @o sin(po — YEu) + cos @o cos(po — YEu) cosVp]

—cos(po — Ypy) sinVg, X [sindp sin(pp — YpE,) sindg, + cosIp cosIg,]}

KQQ(PO, P) = {sindp [singp cos(pp — VYp,) — cos@p sin(pp — Yg,) cosVgy]
+cost¥p sin¥g, cosgp}

x{sin ¥q [sin g cos(wo — YEw) — cos @o sin(pg — V) cosVgy]
+ cos ¥y sin¥ g, cos@o}

+[sin¥p sin(pp — Ygy) sinW g, + cosIp cosVgy)

X [sin g sin(pg — YEy) sind g, + cos ¥y cos I gy
(2.54)
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It should be noted that these operators are indeed the functions of the points
Py and P, i.e., of the coordinates (pg,%) and (¢p,¥p) only. For ¢ g, and ¥g,, this
is evident from (2.52) and (2.53), while for @y and @p the following relations can
be easily established

cos @g = cos ¥y cos(po — VEy)

cos@p = cosVp cos(pp — Vpy),

and the previous statement again holds (we remember that Jp = 9y = 0).
The fact that the operators (2.54) are obtained by using a heuristic procedure—
and not by solving the homogeneous system (2.39), i.e., the system

ave du”
re ve—
ds T ds

for an arbitrary vector V (where (2.55) represents the condition of its parallel
transport along a curve, as well as a geodesics)—should not be surprising, since the
existence of a fundamental solution (it does exist for the system (2.55) along a given
curve) does not, implicitly, mean that it is easy to be found; on the other hand,
this approach could cause the concern regarding the correctness of the operators
obtained in such a way.

In order to chase away this concern, let us look for the fundamental solution of
the system (2.55) when geographical coordinates are in question (u! = ¢, u? = 9).
In this case (when only the three coordinates of the Christoffel symbols of the

=0 (2.55)

second kind are non-zero: I'l, = I'}; = —tand, '}, = sind cos®), it reduces to
dv? dd _ 4 dp o
E—tanﬁgv —tanﬁEV =0
av? . de 4
5 + sin ¢ cosﬁEV =0. (2.56)

Some special cases of parallel transport of a vector along the curves on a spher-
ical surface will now be considered.

Let us start with the propagation along the equator. In this case, since ¥ = 0,
(2.56) reduces to

dv'/ds =0
dv?/ds = 0;

it is obvious that the following two solutions of this system

Vi 1} Vi 0
ml_ and Ve L { }
{VEU} {0 {Vé) 1

form the fundamental system for (2.57), because of

Vi oyl 10
o @\
Det {‘/(21) ‘/(22)} Det {0 1} #0
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(see e.g. [23, p. 73]). However, when parallel transport along the equatorial circle
is in question (¥p =99 =0, p # o), then the operators K‘ﬁa reduce to

wi={p 1}

so, the matrix of these coefficients is obviously fundamental.
In the next case, parallel transport on a spherical surface is still in question,
but now along a meridian. Then ¢ = const, and the system (2.56) reduces to

(2.58)

dvt / V! = tand dv
dv?/ds = 0;

the following two solutions of this system (cos®) # £7)

Vi {cosz? /cosﬁ} {Vl } {O}
(YN U 0 2\ _
) = and 2 =
{Vm} 0 Viz) 1
form its fundamental system due to
Vo, Vi 0 dp 0
O Yol _ cos g/ cos¥p
Det{v2 ‘/(22)} Det{ 0 1}7&0.

On the other hand, bearing in mind that parallel transport along a meridian is in
question (pp = o, Up # Vo), for the operators Kjz* we obtain

(K2} = {cosﬁg/cosﬁp O}.
Jé3 - )

0 . (2.59)

Therefore, it is obvious that the matrix of these coefficients is fundamental in this
case as well (we suppose the point P to be variable, i.e., that ¥p = 9).

REMARK 1. It now seems to be the right moment to compare the results (2.54_),
obtained for the operators { K ;* }, with the expressions for “Euclidean shifters” {g;'}
in the spherical polar coordinates ([24, p. 146] and [35, p. 401])

cos U p cos g

x cos(¢op — ¢0)
+ sin ¥ p sin Yy

__cosVYgy _
Tp COS 1913 bln((‘DP QOO)

—é sin¥p cos vy
x cos(pp — o)

1 .
+i5 cos U p sin

—rgcosVp cosyg
X sinpp — @o)
0 cos g . _
Tp COS’l9P COb(QOP QOO)

_To g
- sin¥p cos g
x sin(pp — @)

—rg cos ¥ p sin Yy
x cos(¢p — o)

+710sin v p cos Vg
rosindg  o: _
Tp COS’(9P bln(@P QOO)

o g ;

- sin Yp sindy

x cos(pp — o)
+:—}2 cosVp cos g
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i.e., with the corresponding submatrix relating to a spherical surface (ro = rp)

st cos(pp — o) 2200 sin(pp — o)
—sindp cosVg sindp sindg . (2.60)
x sin(¢p — ¢o) x cos(p — o)

+ cos ¥ p cos vy

At first glance, we notice that (2.54) differs from (2.60). This, however, may not
seem immediately obvious to a more inquisitive reader (because of the complexity of
the expression (2.54), which can probably be further simplified), so we can consider
two special cases. First, let the points Py and P lie on the equator (9p = ¢9 = 0,
pp # ¢o); then (2.60) reduces to

{cos(cp%— o) (1)} 7

and this differs obviously from the matrix (2.58) corresponding to the operators
Kj* in that case. But if the points Py and P lie on a meridian (¢p = o, ¥p # o),
then (2.60) reduces to

cos g/ cosp 0
0 cos(¥p — o) [’

and this also differs from the matrix (2.59) now corresponding to the operators
Ky There-fore, we can indeed say that the operators of parallel transport with
respect to a surface (and, generally, in a Riemannian space) differ in principle from
the “Euclidean shifters” for the corresponding enveloping Euclidean space, more
precisely from their “surface” part. This just confirms the above mentioned note
in [42, p. 130].

REMARK 2. Now, when we have obtained the analytical expressions for the
operators of parallel transport K;* along the great circles on a spherical surface,
the covariant coordinates of a vector shifted on this surface from point Py to point
P (along the arc of the great circle connecting them) would be calculated according
to the formula

v (P) = K§*(Py, P) v’ (Py)
(where v! = 0¥, v?2 = v?), and we can then determine the Cartesian coordinates of
this vector at the point P in the usual way
0z 0zt
= v?(P) +
(P) ov lp

VP = o], o(P)

1 2 3
(but now v! = v® =v* |2 =¥ =07, v =0v* = 0v7).

This procedure is used to calculate the Cartesian coordinates of a given unit
vector v after its parallel transport on a spherical surface (with the radius r) from
the point Py to the point P along the great circle; these points are given by their
geographical coordinates {pg, %o} and {¢p,¥p}, where the angle oy between this
unit vector and the geographic parallel was prescribed at the point Py as well.
The results for a few arbitrarily selected pairs of points on the spherical surface are

1
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TABLE 2.1. Cartesian coordinates of a given unit vector v after
parallel transport with respect to a spherical surface from the point
P, to the point P along the great circle.
Py P vp | analytical approach | numerical approach
wo =3% | pp =T76° || v5: | -0.5609105726399270 | -0.5609105726399270
Yo =15° | Ip =79 || v¥h: | 0.8179382961038478 | 0.8179382961038477
ag = 23° r=>5 vp: | -0.1278916465899297 | -0.1278916465899297
I P vp analytical approach numerical approach
wo =10° | op = 80° || vp: -0.9592179801699705 -0.9592179801699705
Yo = 15° | ¥p = 85° || v} 0.2824986141850212 0.2824986141850212
ag=60°| r=10 vh: | -9.7672668738299610E-3 | -9.7672668738299595E-3
Py P vp analytical approach numerical approach
wo =17° | op = 66° || vE: -0.8188552843021616 -0.8188552843021616
Yo = 10° | ¥p = T7° || v} 0.5723252631531620 0.5723252631531620
ap=30°| r=10 vp: | -4.3815710961823556E-2 | -4.3815710961823552E-2

quoted in Table 2.1. In this table, the Cartesian coordinates of the vector v obtained
directly (without introducing the notion of the operator of parallel transport with
respect to a surface) from the condition that a vector shifted along a geodesic line
must close a constant angle with this curve at each of its points, are also quoted [16,
p. 143]. This was performed by a special software tool, used to generate Fig. 2.1
as well.

The accordance of these two groups of results represents a numerical confirma-
tion of the correctness of the previously obtained expression for shifting operators
on a spherical surface; we consider this examination to be a very advisable one—on
the one hand, because of the fact that these expressions, as well as the approach
to their derivation, are new (at least judging from the available literature) and, on
the other hand, because the complexity®* of these operators indisputably increases
the possibility of an error.

At the end of this section we conclude the following: even though the former
efforts to determine the shifting operators might resemble a “search for the Holy
Grail”, we have nevertheless managed to obtain, for a particular example, a closed
form of these operators, but along a known geodesic line.

However, the question from the above mentioned discussion—does the re-
duction of the order of the geodesics differential equations make their solving
possible?—is not resolved in this manner. Since, on the one hand, it was pointed
out [42, p. 40] that the further integration of the equations of the first order (2.41)

“is not solved generally”, and, on the other hand, we are more and more convinced
that the reduction of the order of the equations (2.38) was performed at the price

44Which can probably be reduced by using a software tool for symbolic transformation,
differentiation, etc.
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FIGURE 2.1

of introducing the unknown functions*® K 5 to the equations (2.41)—we dare say
that further integration of these equations is not possible, either, because of the
existence of a

2.3.3. Circulus viciosus of absolute integration of the geodesics dif-
ferential equations: To reduce the order of the differential equations of a geodesic
line (2.38) and to obtain its first order equations (2.41), one should know the opera-
tors of parallel transport along this still unknown geodesic line on the surface under
consideration. On the other hand, to determine these operators as a fundamental
solution for the system (2.39), one must know the geodesic line along which this
system is to be satisfied!

In this situation, we can do nothing but wonder: “What next?”. Even the
most well-intentioned researcher would point out to the correctness, checked so
many times, of the dictum “Back to school!”, meaning—since we do not notice any
possibility of cutting the above mentioned vicious circle—an attempt to find the
origins of this circulus vitiosus. Therefore let us remember that “the concept of
absolute derivative is made to depend on the concept of parallel displacement of a
given vector at one point on a curve C to other points on C” [33, p. 178]; namely,
the introduction of the notion of absolute and covariant derivatives implies a certain
concept of parallel transport; however, the subsequent introduction of the notion
of parallel transport in non-Euclidean space [16, p. 142] includes a condition under
which the covariant derivative arises, and this is a sort of circulus vitiosus as well!
In view of the fact that the operation of absolute integration is introduced as an

45\ ore precisely, it is known that these coefficients are shifting operators, but along an
unknown curve!
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inverse to the one of absolute differentiation, we logically reach the conclusion:
the above mentioned vicious circle is only the consequence of a situation inherent
to the existing approach to covariant differentiation in non-Euclidean spaces. In
other words, the impossibility of using the concept of absolute integration for an
effective determination of geodesics in non-Euclidean space is not the deficiency
of this concept itself—it is impossible in principle within the theory based on the
usual procedure of covariant differentiation in these spaces.

Therefore, the dilemma arising from the above mentioned discussion mentioned
is substituted with the following one: whether, and how, to attempt to introduce an-
other definition of the operation of covariant differentiation in non-Euclidean spaces
(generalizing some characteristics common to both Euclidean and non-Euclidean
spaces), without causing the mentioned circulus vitiosus?

2.3.4. Appendix: On the geometrical sense of covariant differenti-
ation in non-Euclidean space?®. When considering the sense of the operation
of covariant differentiation, either in Euclidean or in non-Euclidean spaces, the in-
tention to provide a possibility of obtaining new tensor fields from the given one
is usually underlined*’. However, the fact that, on the one hand, this operation
has a well defined geometrical sense (as a limit process), and, on the other hand,
in non-Euclidean spaces is often introduced by analogy with the procedure in Eu-
clidean space (and without stressing the possible geometrical interpretation), was
the reason to point out a geometrical aspect of the operation of covariant differen-
tiation in non-Euclidean spaces as well. But, first of all, we shall dwell on covariant
differentiation in Euclidean space.

It is well-known that the expression for the covariant differentiation of a vector
field v = v' g; defined in a domain of Euclidean space reads*®

B ot

i i k
”,j|po = %‘Po JrFﬂc|pO 0" (Py), (2.61)

where F;. . are the Christoffel symbols of the second kind determined in the curvi-
linear coordinates ! introduced in this space, g; are the base vectors of these
coordinates and P is the point where the covariant differentiation is performed. It
is well-known that the following equality (quoted in [13,§46] when discussing the
sense of the covariant differentiation)

ov i
pred P | p, 8i(Po) (2.62)
also holds.
However, we can proceed in the following manner as well:
N Y V()
0xilp,  Azi—0 Axd

46Based on [95].
47g, e.g. [4, pp. 143 and 180].
48Latin indices have the range {1,2,3}, while the Greek indices will have the range {1,2}.
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v (P)gi(P) — Qi(Po) gi(Fo)

p— 1.
Azljnio Az
L PP P gi(P) v (o) ()
Azi—0 Axd
_ v¥(P) g (Po, P) — v'(Ry)
- gl(PO) A}clfnlm AxJ
=gi(Py) lim [WF (P) — v*(Py)] g%, (Po, P) + v*(Ry) g, (Po, P) — 6}
‘ 0 Azi—0 A:I;]
[ R P) (R N . g (P, P)—5i
= &) _Agfnlo —Ag Aim gk(Fo, P) + ot (Ry) lim =
-avk(P) i k 8gfk(P0,P)
= gi(F) _W Po(sk +v (PO)T .
[0v'(P) k(o 09 (Po, P)
= gi(P : Py) Lk 7 ,
gi(Fo) | Ox7 POJFU (Fo) Oxi Py

where g_ij are the shifting operators®®. In this manner, the necessity of parallel

transport (from the “current” point P to the point P, where the derivation is
performed) of a vector considered in this limit is unambiguously pointed out—this
is a geometrical aspect of the operation of covariant differentiation in Euclidean
space.

It is also well known that the expression for the covariant differentiation of a
vector field v = v® a, defined in a domain of Riemannian space, i.e., on a surface®
(if we dwell on the two-dimensional case), reads analogously to the expression (2.61)

UOE|P i
PP Oub

ot T8, |5, v (Po), (2.64)
0

where u® are so-called surface coordinates and I'3, are the Christoffel symbols of
the second kind determined for this surface in the coordinates u®. Analogously to
the relation (2.62), the following relation:
ov o
oublp, ~ V5| p, 3a(Fo)

can be also established.
However, an attempt to establish the corresponding limit in the following case:

ov v(P) —v(R)

Ol lp,  Aub0 Aup ’
immediately imposes a question of the procedure of transport of the quantities v(P)
and v(FPp) to the same point in order to compare, i.e., to subtract, them. Putting

(2.65)

49The first index in gf]. (Po, P), either superscript or subscript, refers to the point determined
by the first argument, while the second one refers to the point determined by the second argument.

50The vector at some point on surface is, by definition, the vector entirely lying in the tangent
plane of the surface at this point [16, p. 144]. Since an = 9r/0u® (r is the position vector of
the mentioned point in the enveloping Euclidean space) are the vectors tangent to the surface, it
follows that v will also be a vector lying in the tangent plane of the surface.
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aside, for a moment, the essence of this transport, let us suppose the existence of
operators K % (P, P) such that®!

5(Po) = K% (Po, P) 0" (P) (2.66)
and, in order to perform an inverse process, the existence of inverse operators®?
KBQ(P(% P)

v*(P) = K5 (P, P) 0 (Py), (2.67)
where

K7 (Po, P)K%(Py, P) = 65 and  K:(Py, P) K}, (Po, P) = 67

Using these quantities we can proceed analogously to (2.63), thus obtaining
ov ov* (P 0K (P, P
(PO)|: ( ) +'U’Y(PO)MP:|'
0

AN
ouB 1 p, « oul |p, oub

It is now clear that the method of this transport, if we want to preserve the usual
expression (2.64) for covariant differentiation of a vector field, must satisfy the
following condition:
O0K% (P, P
K5 Fo, P) )] =T |, =I5 |, &
oubB Po YIPy Byip, “e
which (because of K2 (P, P)|P0 = 6%) can be rewritten in the form

0K (P, P) 0
ouP
i.e., (bearing in mind that the transport is performed along a curve K with the
parametric equations u® = u®(t), so the composition with du®/ dt| B, is possible) in
the form

15, (P) K% (P, P)}

Py

[dK_O,;(Po, P) duﬁ} _o

—-I%,(P)K%(Po, P) —
dt 5’)/( ) AE( 05 ) dt Py

However, due to the arbitrary character of the points Py and P, we conclude that
the system of functions K% should satisfy (in each point of the above mentioned

curve) the following system of differential equations:

E - F%’Y Ve W = 07 (268)

Le., that the system of functions Kj* should satisfy (along this curve) the system

of differential equations

dv® duP

TG0 — = 0; 2.69

g et gy =Y (2.69)
hence, bearing in mind that |K%(Fo, P)| # 0 and |K5*(Po, P)| # 0, the system of
functions K% shall represent the fundamental system of solutions of the homoge-

neous system®® (2.68), i.e., (2.69).

51lThe symbol “=" denotes coordinates of a quantity transported to the corresponding point!
52This means that |K%(Py, P)| # 0 and |K*(Po, P)| # 0!
533, e.g. [23, p. 73].
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On the other hand, it was pointed out in the section 2.2.2.2. that the funda-
mental system of solutions represents the operators of parallel transport®® along
the curve in the points of which the system (2.68), i.e., (2.69) is satisfied. Hence, if
we want the covariant derivative of a vector field in this two-dimensional space to
have the form (2.64), it follows that the operators K introduced in (2.66) and (2.68)
must be the operators of parallel®® transport with respect to the surface along the
given curve on this surface.

REMARK. This not so rigorous deduction points out, in a natural®® way (i.e.,

by considering the limit process in the definition of the operation of covariant dif-
ferentiation), the reasonableness of introducing the notion of operators of parallel®”
transport in Riemannian spaces as well.

2.3.4.1. Operators of parallel transport along parallels on a spherical surface.
Although, on the one hand, the operators of parallel transport along a curve in
Riemannian space were introduced a long time ago®® (but without being explicitly
determined), while, on the other hand, the sense of introducing the operation of
absolute integration in non-Euclidean spaces (postulated in [22] and [26]) remained
long-contested, mainly due to the fact that the operators of parallel transport which
appear in this case had not been determined in the general case—the fact that the
fundamental system of solutions for the homogeneous system (2.68) or (2.69) always
exists, i.e., that this fundamental system represents the shifting operators along a
curve where the system (2.68) or (2.69) is satisfied, was pointed out in the section
2.2.2., with reference to [1].

However, the existence of a fundamental system of solutions for the system
(2.69) along a given curve, i.e., the existence of shifting operators along this curve,
does not necessarily mean it is easy to find them. From the following well-known
example, we shall see that these operators were at hand (for the simpler cases, at
least) for a long time, but without being recognized.

As mentioned above, the system of differential equations for determining the
coordinates of a vector parallelly propagated along a curve on a surface reads

dv® g du”

But, in the case of transport along the -parallel®® of a spherical surface with
the radius a we have u! = ¢ = s/acosvy, u?> = ¥ = ¥y = const and, bearing
in mind that only the three coordinates of the Christoffel symbols of the second

54Mentioned in [22, 25, 49] in connection with the introduction of the notion of an absolute
integral of tensors in Riemannian spaces.

55This is in accordance with the statement that “the concept of absolute derivative is made
to depend on the concept of parallel displacement of a given vector at one point on a curve C to
other points on C” [33, p. 178].

56Natuml, in fact, in a measure in which we are capable of judging events (like the limit
(2.65), for example) within a Riemannian space.

570f course, the introduction of another procedure of transport of a vector over the surface
would lead to another procedure of (covariant) differentiation in this Riemannian space.

58F.g. as “parallel propagators” in [6, p. 59].

59Geographical coordinates are in question!
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kind are non-zero in the geographical coordinates (I'f, = I'}; = —tandy and
I'?, = sindg cosdy), this system reduces to

dv?

—— =% tan?,

dip

dv? 1

— = —v" sindy cosVy. 2.71

7 0 0 (2.71)

The characteristic equation of this system of differential equations reads
-2 tandg|
— sin g cos ¥y A’

hence A = £ sin g 7 and the general solution may be written in the form [23, p. 531]
v = O} tandg cos(p sindy) + Co tan vy sin(ip sin )
2= ¢y sind sin(y sin ) + Cy sin g cos(e sindyp).

We shall find the constants C; and Co from the condition that v! = v} and
v? =02 for ¢ = . We thus obtain®

. sin sin ¥
v! = v cos[(¢ — o) sing] + v2 G cof??l ol

v? = —v} cos g sinf(¢ — @o) sindg] + v cos[( — o) sin ]

and, bearing in mind that the solution of the system of differential equations (2.70)
represents the coordinates of a vector parallelly propagated along a curve on the
given surface, it follows that the quantities (cf. with the expressions (2.66) and
(2.67))

e P = {3 )

_ cos[(p — o) sin vy —Sin[w;iogosm —
—cos Yy sinf(¢ — o) sintg] cos[(¢ — ¢o) sin Jg]
are the coordinates of the shifting operators along the parallel connecting the points
P, and P on the spherical surface®'. Note that this form of the coefficients K could

have been anticipated by noticing that the two following solutions of the system
(2.71)

31 tanty  cos(p sindy) and U(g) tanty sin(p sindy)
vy —sindy  sin(p sindy) (2) sindy  cos(y sinvy)

form its fundamental system of solutions, since Det { 31 g)} #0 (Y9 # 0)!
1) Y@

60¢. e.g. with the expressions in [10, p. 208]; s. also [33, p. 185].

61These coordinates differ from the ones obtained in the section 2.3.2.1. for the parallel
transport along the geodesic lines! Only when the parallel transport along the equator is in
question (¢ = Y9 = 0), i.e., along the geodesic line, then the operators KBQ in both cases reduce

to the Kronecker §-symbols.
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FIGURE 2.2

Now, when we have obtained the explicit expressions for the operators of paral-
lel transport K 5* along the parallels on a spherical surface, the covariant coordinates
of a vector shifted on this surface from the point P, to the point P (along the arc
of the parallel connecting them) would be calculated according to the formula

0Y(P) = Kz (P, P) v (Py)

(where v! = v?,v2 = v”) and the process of parallel transport of a vector along

such curves on a spherical surface can be easily represented graphically®?. Let us
consider a vector field with the coordinates

’Ul

’U2:'U

v =0
5 = const #0

and let us perform its propagation from the point Py to the point P = P, along the
parallel connecting them, i.e., along the closed curve. Fig. 2.2 illustrates the well-
known fact that, if a vector is transported parallelly along a contour on a spherical
surface, then we might not obtain the same vector upon return to the starting point
([16, p. 154] or [33, p. 185]), i.e., that the parallel displacement with respect to a
surface generally depends on the path.

Furthermore, the graphical representation of the procedure of transport of the
vector v(P) to the point Py, where the differentiation of the vector field is per-
formed, seems to be interesting as well. If we refer to the field (2.72) once again,
the transport to be performed inside the limit (2.65)% will occur as shown in Fig.
2.3 However, the limit (2.65) itself can be represented as well (see Fig. 2.4)—this
is only the graphical illustration of the fact, shown in Fig. 2.1, that the vectors
obtained by parallel transport of the vector field normal to the parallel along which
the transport is performed differ from the field value in the corresponding point;

62The procedures of visualization described here will be used in future activities, when we
shall attempt to intro-duce another definition of the operation of (covariant) differentiation in
non-Euclidean spaces.

631ts value in this case, as is well-known, is equal to

Vilp, = ’U?ﬂpo aq(Po) = —’U(Q) tan g a1 (Po).
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FIGURE 2.3

FIGURE 2.4

hence the limiting process converges to a value different from zero, i.e., v; # 0 in
this point®?.

641¢ will be v,1 = 0 only in the case when ¥ = 99 = 0, i.e., when the parallel propagation
along the equator is in question (since the transport is performed along the geodesic line)!



3. ON INVARIANT APPROXIMATIONS
IN FINITE ELEMENT METHOD

3.1. Motivation

In order that some physical law is a law of the nature, it can not depend on
the choice of the coordinate system where it is applied. In view of the fact that
these laws are represented by mathematical equations, this means that the form of
natural laws (i.e., their equations) do not depend on the system in which they are
formulated—they are invariant with respect to the operation of the change of the
coordinate system. If one understands these laws as relations between mathematical
objects, invariant in the sense of tensor calculus, the invariant mathematical objects
will be the tensor fields, while the natural laws will be described by the tensor
equations.

On the other hand, in the applications of the theory we are most frequently
forced to use the approximations of natural laws; however, this is not the reason
to desist from the request that these approximative laws would be “natural” too.
After all, what we call “the natural laws” are only the approximative forms of true
laws of the nature, and nevertheless we request their invariance! This request, if
we stay on the natural laws described by the tensor equations, would mean that
the approximations of tensor fields which take part in these equations, must be
invariant under coordinate transformations.

REMARK. Does not Ericksen’s concept of addition and integration in Euclidean
space (mentioned in the section 2.2.1.) represent in essence a limit case of the
invariant approximation performed during the forming of the corresponding integral
sums?

We shall see in the next section what are the repercussions of the request for
invariance of finite element approximations in Euclidean space.

3.2. Finite element approximations in Euclidean space

3.2.1. Invariant versus scalar finite element approximation®. Let us
start from the following interpolation formula for one vector function

v(z®) = PK(z*) v(2%) = PK(2*) vk, (3.1)

65Based on [64].
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where PX are interpolation functions, and z® are arbitrary curvilinear coordinates
in (three-dimensional) Euclidean space; the index K relates to the points in the
space where the values of the vector function were done. There is nothing new in the
vector representation (3.1) and it is quoted in this form for example by Oden [28,
(7.48)], but immediately rejected as “less accurate” than “the usual approximation”
[28, (7.51)]. However, let us look for the coordinate form of the representation (3.1);
after the multiplication with base vectors, we shall have

{v(z*)-g"(x*) =} v*(z*) = PX(z") v(a%) - 8" (%)
= PX(a") v (2%) go(fx)) - 8" (%)
= PR () g atie)) v (32)
since the scalar product of the base vectors at different points of the space is equal
to the Euclidean shifters®S.
There is another way to obtain the representation (3.2). Let us start from

the usual expression in the rectangular Cartesian system for the approximation of
coordinates of the vector function under consideration

o (=) = QF () v (k) = QN (=) v
where now Q¥ are some interpolation functions. In order to give to this expression
an invariant form, we introduce arbitrary generalized coordinates
= 2%(2%).
Under this coordinate transformation we shall have

02| QK [ai(a®)] v () 22

V() G e gy

027
8$C a

T(x)

- R¥(a") vk
k)

or, after multiplication by dx"/0z7 |z“
oxb| 047
029 lga Oxc

and that is the same formula as (3.2); (we used the fact that the shifters are given
by

0P (%) = R¥ (2)

V(%) = R¥(2) g2(a% alye) ) vic  (3.3)

Tl

027
za Ox¢
see [8, p. 807]). In this way, the equivalence between vectorial and coordinate
approach in obtaining the invariant approximation is proved. Anyhow, it can be
said that the interpolation (3.3) reduces to

W (2) = R* (%) U ()
i.e., to the summation at the point x® shifted nodal values of a vector function.

In any case, the shifters (which has not appeared in (13.95) at Oden, when the
vector-valued representation has been used) are introduced in a natural way in the

0 a Ozt
gi’(x ’JJ(K)) = i

a )
T(x)

66The placement of the index K in the parentheses in (3.2) means that the summation
convention is not applied to the corresponding member—in the summation over K this member
is simply associated to the other members with this index.
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approximations of vector function—Dby passing onto the curvilinear coordinates; this
is just the consequence of the request for the interpolation procedure invariance. It
is clear that this invariant process can be also extended to the tensor fields.

Only in the rectangular Cartesian coordinates, when the shifters are the Kro-
necker delta, the expression (3.2), i.e., (3.3) reduces to the usual finite element
approximation for the coordinates of a vector field

WP (z?) = PE(2%) 0% (2%) = PX(2%) vh. (3.4)
However, the approximation (3.4) (which is simpler than (3.2) or (3.3), since it
does not include the shifters) has not the above-mentioned property of invariance.

Let us perform in (3.4) the transvection with base vectors, and we shall have the
following representation of a vector field

v(a®) = v"(a?) gy(a®) = P* () 0" (2% ) gy (=); (3.5)
we emphasize that geometrically is incorrect to indicate the expression v® (2% ) g, (z%)

as the value of a vector field at the point z%; cf. with [28, (7.45)]. If, by the trans-
formation

y" =yP (")
we introduce another curvilinear coordinates y”, we can also write (3.5) in the form
vi(y?) hy(y”) = v(y") = v[z*(y")]
ox®
oyd

= Q" (y") v'(yy)

oy"
va(y?
ny) (yK) 8$b

oat
oy

in general case, this is different from the representation obtained by starting from
the approximation for the coordinates of the vector field analogous to (3.4), but
in the system of curvilinear coordinates (3.6). Consequently, the approximation in
the form of (3.4) is not really invariant under the transformations of the coordinate
system. This means that the form (3.4) would not be used (except in the Cartesian
orthogonal coordinates) in approximations of one natural law, if we request its
invariance.

= PRz (y")] h,(y”)

T
yP

h,.(y7);
yp

oy"
b
ny) ox

EXAMPLE: ANALYTICAL COMPARISON OF TWO APPROACHES. For the sake
of comparison of two methods of interpolation (the usual and the invariant one),
we shall consider a vector field defined on a cylindrical surface. Let us prescribe
the values of the field at the points A, B, C and D (see Fig. 3.1), so that in the
cylindrical polar system

v (ahy) = v (af) = 0¥ (a) = v*(2h) = 0 (3.7)
and

v (ah) = v (af) = 0¥ (ag) = v*(2) = 0.
Regardless of the interpolation functions assumed in these approximation proce-
dures, these two approaches will be essentially different. To be assured in that,
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FiGURE 3.1

we will first determine the value of the vector field at the point E by the usual
approximation (3.5); it will be

v (2h) = v(z) - g'(2h) = PX(2h) v’ (2%) g, (2%) - &' (2)
= PX(ag) v () # 0

and

v (2h) = v(zh) - g*(2h) = PX(2h) v’ (2% ) gy (2) - &°(2%)

= P (af) v*(2%) = 0; (3.8)
here we use the orthogonality of cylindrical coordinates, and in (3.8) we use the

assumption (3.7) too. However, if we use the invariant approximation in the form
of (3.2) for the vector field in question, we shall have

vi(ah) = v(azg) - g'(2%) = PH(af) " (2%) & (afx) - &' (2%)
= PX(af) v*(2%) ga(afy)) - &' (2%) = 0

and

here we have used the fact that

g'(2%) L g1(2%), g1 (2%), g1 (z¢), 81 (2D)
and
82(30%) L go(zh), 8:(2%), 82(2¢), 82(2D),
as well as the assumption (3.7).
Generally, it can be said that the first approximation procedure gives the field
of radially distributed vectors, while the second one gives the field of vectors parallel
to the prescribed vectors at the points A, B, C and D.

REMARK 1. The basic conclusion is the following: the usage of the shifting
operators in a coordinate form of approximations of vector and tensor fields in an
arbitrary curvilinear coordinate system in (three-dimensional) Euclidean spaceS”

67The dwelling upon Euclidean space has, on the one hand, its reasons in the fact that we
have been primarily interested in (finite element) approximations in such a physical theory as
mechanics of continua. More definitely, the necessity of the consistent introduction of shifters
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is necessary if we want to realize the invariance of the approximative form of a
natural law in which these fields take part. Only in the Cartesian orthogonal coor-
dinates these approximations coincide with usual expressions for the approximation
of coordinates of vector and tensor fields.

REMARK 2. The acceptance of the presented procedure of the invariant in-
terpolation will request, for example, to carry out the finite element equations of
motion in arbitrary curvilinear coordinates. However, the naturalness of this inter-
polation is not the guarantee of its simplicity—the shifters, in which variables are
not separate, will arise explicitly in it. In any case, the presented approach would
be justified in numerical examples (see 3.3.2.2., 3.4.2.), in the sense that we will try
to explain some effects by the consistent introducing of shifting operators.

3.2.2. Visualization as a criterion of invariant finite element approxi-
mation naturalness®®. The fundamental criterion of the naturalness of a physical
law is its invariance (covariance). Such a principle is adopted (not proved), and we
shall attempt to support it (in a finite element area) by a visualization procedure,
which is certainly the most convincing method.

Let us consider the interpolation of a vector field v. In the usual, scalar ap-
proximation, one starts from the representation® (cf. with [28, (7.43)])

, N

vt =T oY, (3.9
where UV are the interpolation functions, and v* are the contravariant compo-
nents of the field v in the arbitrary curvilinear coordinates = (in three-dimensional

Euclidean space); v} are the nodal values of this field.
In the invariant approach, the representation to be used reads (see (3.2))

vt =oN géN)j vl (3.10)
where gé N); are the Euclidean shifters given by
;o 0P
IV = 95k |y D |y

TN
and z* are the rectangular Cartesian coordinates.

Generally, the geometrical and physical correctness, i.e., the naturalness, of the
invariant approximation (3.10) is verified by the fact that all nodal quantities are
shifted to the same point before the summation process is performed. However, the
fact that the invariance (covariance) is, as a rule, expressed in a coordinate form,
while, on the other hand, an observer (no matter how unobjective) perceives an
object (vector) as a whole (and not its components!), is the reason for a heuristic
attempt to confirm the naturalness of the above proposed invariant approach in FE
approximations.

into interpolation formulae appeared in the three-field theory [57] (in the case of the use of these
formulae in curvilinear coordinates).

68Based on [87].

697 owercase Latin indices have the range {1,2, 3}; index N relates to the nodes in the space
where the values of the vector field were done.
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8 . Invarant aporoximation
l

FIGURE 3.2

EXAMPLE: GEOMETRICAL COMPARISON OF TWO APPROACHES. Hence, we
shall consider a vector field v defined along a circular arc. Let us prescribe the
values of this field at the points A and B (see Fig. 3.2). Using in the approaches (3.9)
and (3.10) the plane polar coordinates and, for example, the following interpolation
functions

vi=1-¢, vP=¢ (£€[0,1))
(corresponding to the points (nodes) A and B, respectively), one obtains the usual
scalar and invariant field distribution, respectively (see Fig. 3.2). An ad hoc con-
clusion as to which approach is more natural is obviously doubtful.

However, in the situation depicted in Fig. 3.3, it seems that the scalar “radial”
distribution (when the values of the components in the polar system are certainly
preserved) is more uniform (more natural) than the invariant one?
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Invariant approxirmation

FIGURE 3.3

But, whatever criterion of naturalness of an (FE) approximation we adopt,
it should pass any simple test. Such a test is, for example, the one in Fig. 3.4,
where the field v with the same values at A and B is considered. In the absence
of any other data, it is most natural to suppose the constancy of the whole field v,
independently of the coordinate system in question. In this example the invariant
approach (3.10) generates just such a distribution”, while the scalar one (3.9) (with
the polar system again) does not!

Such an example of the break-down of the usual, scalar approach (3.9) is quite
sufficient to discredit its general validity. On the other hand, it is clear that one
example like this, however geometrically correct, is not sufficient to justify the

"0The significance of such a homogenous vector field distribution is evident in the fact that
the FE model capability to produce a homogenous stress state is the necessary condition for the
problem convergence [66].
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FIGURE 3.4

invariant approach (3.10) as universally correct. But, as long as the above formu-
lated criterion of physical law naturalness is generally accepted, there is no reason
to desist from the proposed approach (3.10).

REMARK. It should be noted that, if the above consideration concerning the FE
approximation naturalness is adopted for a vector field, visible due to the “bristled”
representation on Fig. 3.2-3.4, a tensor field can also be treated similarly’’, even
though such a generalization remains invisible for a tensor of order two, three, ....
Nevertheless, this would not be the first introduction of something not being visible,
but producing only “traces”. The “traces” of invisible tensorial objects will be the
subject of another note.

"In the paper [73] it has been explained how it is possible to prescribe boundary conditions
for boundary forces in invariant two-field finite element approximations.
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3.3. Finite element equations of motion

Let us start from the well-known equations of motion of a typical finite element
of a continuum in the rectangular Cartesian coordinates’ [28, (13.60)]

my ™M +/th' U N (85 + Uary u™?) dvg = ply, (3.11)
Vo

where m s is the consistent mass matrix [28, (13.37)]

mNM:/pO\I/N\IfMdvg, (312)

Vo

and p%; the total generalized force at the node N [28, (13.54)]

péV:/Fi\I/NdU()#*/S'i\I’NdAO
vo Ag

(f‘ and S are the body forces and surface forces, respectively); further, ¥y are
the interpolation functions and the comma in ¥y ,, denotes partial differentiation
with respect to (Cartesian) coordinates. The motion is referred to the reference
configuration of the element; hence, ™ is the stress tensor measured per unit area
of the undeformed element of mass density, volume and surface area pg, vg and Ay,
respectively. It should also be noted that the derivation of these equations is based
on the following discrete model of the displacement field u

w=uN Uy

(see [28, (13.33)]).

However, in the case of arbitrary curvilinear coordinates “.. forms of the
preceding equations ... are more cumbersome but are not difficult to obtain.” [28,
p. 189]. Namely, using the finite element representation

w' = wN Wy (3.13)

for the displacement field u = w'g; (w' are the contravariant components of dis-
placement, g; are the covariant base vectors of the curvilinear coordinates in ques-
tion) and following “essentially the same procedure as that used previously”, one
can obtain the equations of motion in curvilinear coordinates of a finite element in
the form [28, p. 190]

mypo™M + / t9 (85 Wy g — U T%)) dug
vo

+ /tqj(‘I’M,j UNg O+ U VN g T,
vo

— W UNTy,, — U Uy T, 0 ) dogw™™ = ply (3.14)

"2Lowercase Latin indices have the range {1,2,3}. Uppercase Latin indices pertain to nodes
and have the range from 1 to the total number of nodes of the element.
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(F;k are the Christoffel symbols of the second kind). Note that the interpolation
in (3.13) is still a scalar one — each component w’ is regarded as a scalar field over
the element.

At this point, Oden [28, p. 191] remarks “that a less accurate but considerably
simpler form of the equations of motion in general coordinates is obtained”

myp ™+ / t9 Wy g (0% + oy w™?) dvg = ply (3.15)

Vo

if, instead of the scalar approximations (3.13) of the components, a “vector-valued”
approximation

u="Uyu" (3.16)
is used, where u? is the value of the vector field u at the node N.

This approach, in essence invariant, in the finite element interpolation/approx-
imation seems to be (in Euclidean space) more physically and geometrically justified
than the usual (scalar) one. However, the fact that the shifting operators do not
appear in (3.15)—although their presence in a coordinate form of approximation
of tensor fields is expected—is the reason for attempting to derive the equations
of motion of a typical finite element in curvilinear coordinates by consistent use of
the invariant interpolations (3.16). This is the aim of this section.

3.3.1. Invariant derivation of finite element equations of motion in
curvilinear coordinates™. We shall proceed similarly as in [28, pp. 178-186],
but without supposing the rectangular Cartesian coordinates and introducing the
approximation (3.16) in a consistent manner. Namely, let us start from the relation
(3.16), which can be rewritten as

u="Uyuw" gy, =Uyw) g
(w™N? and wZN are the contravariant and covariant components of the displacement
at the node N; g(n); and gV are the base vectors at the node N), and calculate,
with this finite-element model, the components of strain [28, (13.81)]

1
vij = 5 (W58 + g + upuy)

1
5(\111\1,]' wp g™k g + Uy wpy gV Rgi + Uy wh g MRy wM g(my)

1 N)k Nk N)k
= 5(‘1’1\7,;' wl g™ + Wy wlY 9](- W U wf) w! 9((M))l)a

where the comma denotes partial differentiation (with respect to curvilinear coor-

(N)k (N)k

dinates), and g; and Iny are the Euclidean shifters. Hence, the components

of strain rate are
. 1 . Nk . N)k
Yij = 5(\1’N,j wl g™ ol gl

+ Un,i Uary ag w ggﬁ))]; + U U g wy ! 98\\,4))?)-

73Based on [83].



ON INVARIANT APPROXIMATIONS IN FINITE ELEMENT METHOD 55

Now, we can calculate energies associated with the thermomechanical behavior
of the finite element. For example, the kinetic energy of the element is [28, p. 181]

2 2

Vo vo

1 - 1 LN . 1 LN .
k:,/pou.udvozé/pO\I/N\I/Mdvow]]cvalgEj\\;))];:7mNM1U]]€VlegE]\]\2))’;’

where my s is the consistent mass matrix (3.12). The time rate of change of this
energy is

Further, the time rate of change of the total internal energy of the element may be
expressed in the form [28, (13.44)]
U = /tij ’ng d’Uo +Q = /tij(\I/N,j ggN)k w,ﬂv + \IJNJ' \IIJWJ' ggjlgl))]:n w,ﬁv ’me) d’Uo +Q,
Vo Vo

(3.18)
where @ is the total heat of the finite element. Concerning the mechanical power
developed by the external forces acting on the finite element [28, p. 183], we shall
have

0= /NN ay dv0+/S~\IIN a dAy

vo Ap
= /F g Uy g(N>kdv0+/§i g UngMEdA | wl =pkwd,  (3.19)
Vo Ap
where
Py = /F Uy g™ dvy + /S Uy g M aa, (3.20)
Vo Ap

is the componental form in curvilinear coordinates of the total generalized force at
the node N.

Substituting (3.17), (3.18) and (3.19) into the law of conservation of energy for
thermomechanical behavior of a finite element [28, (13.56)]

E+U=0+Q,
we find the general energy balance for the finite element in the form
N N)k ij Nk . Nk . k.
MmN Wy leggM))l + / £ (U " i) Jr\IJNﬂleMngEM))mw/va wM™) dvy = Py
vo

i.e., (after some index exchanges and using the property that myy = man) in
the form

[mNM ™" gl + /m(‘I’Nu‘ 9"t U War g gy, 0™ dvo — | i = 0.

Vo
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Finally, bearing in mind that the above equations should be valid for arbitrary
motions of the element, we obtain

.. N)k i N)k -
mar ™M! géM))l + /t” Uy j 91( ) (88 + Wass géM)m wM™) dvg = pi;  (3.21)
Vo
and these equations represent equations of motion of a finite element (in arbitrary
curvilinear coordinates) in this proposed approach.

REMARKS. Obviously, the obtained equations of motion of a finite element™
(3.21) are essentially different™ from the equations (3.15), although the same
“vector-valued”, invariant representation (3.16) is used in both approaches. The
presence of the Euclidean shifters in (3.21) is a direct consequence of the proposed
approach—on the other hand, the absence of these operators in the equations (3.15)
(quoted, but not derived in [28]) is caused, in essence, by a pseudoinvariant (see
3.3.1.1.) use of the relation (3.16) in the derivation of (3.15).

Further, we emphasize that the integration at the left-hand side of (3.21) ac-
cords with Ericksen’s concept of integration of tensor fields in curvilinear coordi-
nates, while the one in (3.14) as well in (3.15) does not accord with this concept
(the left-hand side integrals in (3.14) or (3.15) are not components of an absolute
vector) and hence has no sense from the geometrical point of view. Generally, the
geometrical correctness of the equations (3.21) is demonstrated by the fact that
all quantities are shifted to the same point (at the node N) before the summa-
tion/integration process is performed. It should be noted that, due to the presence
of the Euclidean shifters, the integrals in (3.20), which are in practice evaluated
numerically, are also components of an absolute vector; therefore, the invariance of
the corresponding numerical integration (see 3.3.1.2.) will be also provided, simi-
larly as, for example, in (7.5) in the paper [73], where it has been explained how it is
possible to prescribe boundary conditions for boundary forces in invariant two-field
finite element approximations.

Finally, bearing in mind that the calculation of the Euclidean shifters is not
quite simple’®, we remark that the equations (3.21) do not have a “considerably
simpler form” than the equations (3.14). Concerning the accuracy of the equations
(3.21), their numerical comparison with the equations (3.14) will be the object of
the section 3.3.2.

3.3.1.1. Appendiz: Scalar, pseudoinvariant and invariant finite element approz-
imations of the vector filed. Let us consider the differentiation of the (displacement)
vector filed u. In the usual, scalar approximation one starts from the representation
u; = Wy ul¥ [28, (13.33)]. Hence, for the coordinates of the field u ; = u;.; g’ (the
semicolon denotes covariant differentiation) we shall have (cf. with [28, (13.83)])

ui; = (U uf )y = (Uny0f —TF Un)uy.

" The classical, “displacement” type finite element analysis is in question.

75Only in the rectangular Cartesian coordinates, when the shifters are the Kronecker delta,
the equations (3.21) reduce to the ones in (3.15), i.e., in (3.11).

76This procedure, not frequently used in the finite element area, can be seen, for example,
from Appendix A in [73].
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In the vector-valued (i.e., invariant) approach, the representation to be used
reads [28, p. 191]

u=Uyu" =0yl g (3.22)
Hence, it follows that
u; =Yy, ul =0y, ul gV (3.23)

(cf. with [28, (13.94)]). Further, according to the procedure used in the derivation
of [28, (13.95)], the coordinate form of the field (3.23) reads

Ugs5 = ‘I’N,j ufv (324)

However, in a consistent approach based on the vector-valued representation
(3.22), the Euclidean shifters will appear explicitly in the coordinate form of the
field (3.23). Namely, after multiplying with the base vectors, we shall have

N)k
wi = Uy jup g™ ",
Consequently, the disappearance of the Euclidean shifters in (3.24) is, it seems, a
good reason to treat the corresponding approach as a pseudoinvariant one.

3.3.1.2. Appendiz: Invariant numerical integration of tensor fields. The pro-
cedure of numerical integration, i.e., numerical evaluation, of an integral of the
form

/ Fav (3.25)

v

for a scalar function F(z%) (a = 1,2,3) over a domain V in three-dimensional
Euclidean space, consists of an approximation of (3.25) by the following sum

/de = w® F(2%) = v Fg,
14

where w are the weight coefficients and K relates to the sampling points x4

(K =1,2,..., M) of numerical integration.
It is clear that this procedure can be also extended to any absolute invariant
T (z%)

/TdV = w® T(2%) = w Tk. (3.26)
14

Starting from the tensorial form (3.26) in this approximative procedure has its
reasons in the above-mentioned request for (coordinate) invariance of the approxi-
mations of tensor fields which take part in natural laws (described by tensor equa-
tions). Namely, this requirement would be fulfilled by deriving in the tensorial form.
Concerning the repercussions of this in-variant approach to numerical integration
of tensor fields, we immediately obtain that, for example, in the case of a second
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order tensor T = T g,® g, (g, are the base vectors of the curvilinear coordinates
x®), the coordinate form of the approximation (3.26) reads

<gc(re)®gd(we)/T“b(ﬁe)ga(ﬁe)@?gb(ie)dV(ﬁe) )

v

/ To(€) g:f(£°, 2%) gil (€7, 2°) dV (£°)
Vv
— WK T (5) ga () ® 2 (2 £°(2)® 2(2°)

=" T g&c(xfx)yIe)gz}d(l'(eK)vxe)a (3.27)

where x¢ is an arbitrary fixed point, £¢ is the “current” point of integration, and
x% are the sampling points of numerical integration. Of course, the numerical inte-
gration of an absolute tensor field over a surface or curve can be treated similarly.

Obviously, in the special case of the Cartesian orthogonal coordinates, when
the Euclidean shifters g;* are the Kronecker delta, the expression (3.27) reduces to
the numerical integration formula

/ Ted(0) aV (£°) = wh To(as), (3.28)
1%

which means that each component of the tensor considered is integrated individually
(this is the usual way to integrate matrices). However, in an arbitrary curvilinear
coordinate system, the integration of an absolute tensor field in (3.27) can not be
reduced to the integration of its components, and hence the numerical integration in
the form (3.28) should not be used if we want to maintain the coordinate invariance
of this approximative procedure.

3.3.2. Numerical comparison of the scalar, pseudoinvariant and in-
variant approach”. The superiority of the proposed invariant, vector-valued
approach —although rejected a relatively long time ago as “less accurate” than the
usual, scalar one—is demonstrated in the case of determining the nodal displace-
ments in a typical membrane problem in polar coordinates.

3.3.2.1. Finite element equations of equilibrium of Hookean materials. In order
to perform a numerical comparison of equations (3.14), (3.15) and (3.21), we shall
consider the static behaviour of bodies—to obtain the corresponding equations of
equilibrium, we simply drop the inertia terms in these equations. Then, for the sake
of this comparison, we introduce (in the subintegral expressions in these equations)

the local material curvilinear coordinates™ £9; hence
yii _ 92" 0x%
og> 9gp

""Based on [96].
"8Lowercase Greek indices have the range {1,2, 3}.
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Further, supposing linearly elastic materials, we have
oP = poBe eys

(BP9 are the first-order elasticities), where
1

€ys = 5(“%6 + Ws,)-

Thus, assuming the displacement gradients to be infinitesimals and neglecting their
products, we arrive from (3.14), (3.15) and (3.21) at the following three groups of
finite element equations of the equilibrium of Hookean materials

k}i[ N ij =p’y (scalar approach),
where

K = /(xg Ung— VNI, o0 a3) BP0 (2] Upps — Wy TY, a2 af) dug, (3.29)

Vo

then
kN wj»w =p' (pseudoinvariant approach),

where

K = / zl, Uy g BP0 23 Wy 5 dv, (3.30)

vo

and finally

kY w]M = p% (invariant approach),
where™

K9 = / N1 w 5 BP0 gy 5 dug. (3.31)
vo
The expressions (3.29), (3.30) and (3.31) are stiffness matrices for linearly elas-
tic materials in the scalar, pseudoinvariant and invariant approach, respectively.
Obviously, in the case of rectangular Cartesian coordinates z* = x?, when the
Christoffel symbols are zero and the Euclidean shifters are the Kronecker delta,
these expressions reduce to

kj&N E/z; \IINﬂEO‘BV‘sZ% Was,s dvg,
vo

i.e., to the well-known stiffness matrix in classical infinitesimal elasticity [28, (16.13)].

The above mentioned numerical comparison of three approaches (the scalar,
the pseudoinvariant and the invariant one) will be based on an in-house STATA
(STATic Analysis) finite element code (described in [51]) and its modification in the
part where these approaches are implemented. We shall consider the determination
of nodal displacements, in polar coordinates, in a typical membrane problem with

T9Cf. with [74, (3.74)].
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quadrilateral finite element meshes. It should be noted that the interpolation func-
tions for the quadrilateral isoparametric finite element under consideration (based
on [37] and [38]) are given as

1 1 2
U= (1€Y1 -¢)
1 1 2
SRR DI
Uy = i(1+§1)<1 +&%)

Uy =

=0 -6)1+8)

3.3.2.2. Numerical example: Bending of a circular arc. A cantilever curved
beam (inner radius r; = 5, outer radius rog = 20, arc = 90°, thickness ¢t = 1,
E = 1000, v = 0.3) is analyzed under two load conditions: transverse end load (with
a resultant force 10) and pure bending (with a bending moment of 150). The results
of the three approaches are presented in Tables 3.1 and 3.2, while the theoretical
solutions are obtained according to [2]. These tables show the convergence of the
corresponding tip displacement with increasing mesh refinement.

TABLE 3.1. Circular arc under transverse end load

ult invariant | scalar | pseudoinv.

mesh | approach | approach | approach
1x1 | -0.02039 | -0.01730 | -0.07186
2x2 | -0.04200 | -0.03370 | -0.08661
3x3 | -0.04908 | -0.04312 | -0.09099
4x4 | -0.05233 | -0.04848 | -0.09350
5x5 | -0.05425 | -0.05170 | -0.09520
6 x6 | -0.05550 | -0.05376
7x7 | -0.05636 | -0.05513
8 x 8 | -0.05699 | -0.05609
9x9 | -0.05745 | -0.05679
10 x 10 | -0.05780 | -0.05730

Theoretical solution: u2 = —0.06234

As for the rate of convergence, this invariant approach is obviously superior to
the scalar one (although the latter was proclaimed “a better approzimation”; [28,
p. 48]), while the famous “less accurate” approach (rejected a relatively long time
ago; [28, p. 191]) is, in essence, what we refer to as the pseudoinvariant approach.

REMARK. Without hurrying to immediately proclaim this numerical example
as a crucial evidence to the superiority of the proposed invariant (covariant) ap-
proach, we only wish to emphasize something that is undisputable—the least that
this approach deserves is to be fully reconsidered once again (especially bearing in
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TABLE 3.2. Circular arc under pure bending

uc; mvariant scalar | pseudoinv.

mesh | approach | approach | approach
2% 2 0.05399 0.03940 0.02122
4 x4 0.05627 0.04953 0.01852
6 X6 0.05697 0.05366
8 x 8 0.05720 0.05529
10 x 10 | 0.05737 0.05614 0.01829

Theoretical solution: uﬁa> = 0.06354

/\
/\\

N

| _\
FIGURE 3.5

mind that the invariant approach can be successfully applied in local and global
stress smoothing procedures, too; see [84] and [88]).

3.4. A more accurate nodal stresses determination
in the classical finite element method®’

The local stress smoothing technique, usual in the classical finite element anal-
ysis, is a method for sampling stresses at the integration points (the best stress
sampling points!) and then extrapolating to the element nodes; smoothed stress
values should subsequently be averaged to obtain unique values at nodal points
([36, pp. 279-281]; [46, pp. 84-85]; [61, p. 9]). In the case of the membrane quadri-
lateral isoparametric finite element (2 x 2 Gaussian integration is in question), this

80Based on [84].
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FIGURE 3.6
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scheme is based on the fact that the stress components®! t*3 (¢! £2) at the integra-
tion point (£}, €2) (i = 1,2,3,4) can be represented in the form®?

P (gl €)= PR (el e 57, (3.32)

8l A plane stress state is in question and the Greek indices have the range {1,2}; {€,£2} are
convected element coordinates.

82Finstein’s summation convention for diagonally repeated indices will be used, except in
matrix relations.
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where PX are the interpolation functions and t?{ﬁ (K =1,2,3,4) the nodal stresses,
or in the matrix notation

(1% a1 = {PF Y asa {15701 (S), (3.33)

where the lower index in the matrix { PE } denotes the row, while the upper index
denotes the column occupied by the element P/. Tt should be noted that the
interpolation functions for the finite element under consideration are given as

P = 10-€)1-€)

PP=lareya-e

4
PP =11+ €)(1+8)
Pr=10-€)(1+2),

Obviously, after the inversion of the relation (3.33), the nodal stress values t‘;‘(’g can

be expressed by the stresses at the Gauss integration points

{t?(ﬁ}zlxl = {P}: }axa {t;-lﬁ}4x1 (EFZ), (3.34)
where {Pi} is the inverse to the matrix {PX} and reads [36, p. 280]
3 1 3
R P
% L s
-3 1= -3 1+%

3.4.1. An invariant stress field extrapolation. However, instead of the
usual (in essence scalar) approximation (3.32) of the stress components, we can use
a tensor-valued (in essence invariant or covariant) approximation

b8, €7) = PR(&, &) tx
or in the matrix notation
{titax1 = {P/ }axa {tx}ax ()
Let us perform the inversion of this kernel matrix relation and we shall have
{trtax1 = {Pitaxa{titaxa ()

Substituting the last matrix equality by the equalities of the corresponding ele-
ments, we obtain

tx = P t;

or in the dyadic form

o i )
157 (k)0 @ 8(x15 = Pic ]’ 811y ® &(ys-
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Bearing in mind that the scalar product of the base vectors at different points®® of
the space is equal to the Euclidean shifters, we finally obtain
150 = Pic 1) gt 907, (3.35)
where the components of the shifters can be expressed as (z* are the global Carte-
sian coordinates)
(K)o _ g0 067 027
9ii)y ¥ 929 | i DET
The effective calculation of the Euclidean shifters can be seen in [73] or [77].
Obviously, the obtained extrapolation formulae (3.35) are essentially different
from the usual extrapolation contained in the matrix formula (3.34)—only in the
case of the rectangular Cartesian coordinates, when the shifters (3.36) are the
Kronecker delta, the procedure in (3.35) reduces to the one in (3.34). Hence, for
the sake of comparison of two approaches (the scalar and the invariant one), we shall
consider the determination of nodal stresses in some typical plane stress examples
with irregular quadrilateral finite element meshes.

(3.36)

i

3.4.2. Numerical examples. The above mentioned (numerical) comparison
will be based on the in-house STATA (STATic Analysis) finite element code (de-
scribed in [51] and, concerning the quadrilateral isoparametric element, based on
[37]) and its modification in the part where the proposed invariant extrapolation
scheme (3.35) is implemented.

TABLE 3.8
stresses STATA STATA | ANSYS | MSC/NASTRAN
(scal.) (inv.)
tr* 973.3-1000. | 1000. 1000 998.4-999.4
t*Y 0. 0. 0. 16.12-23.78
tyy 0. 0. 0. 0.569-1.59

Theoretical solution: ¢t = 1000., t*Y =t¥¥ =0

| i " " ]

FIGURE 3.8

Cantilever beam (trapezoidal and distorted mesh). The cantilever beam loaded
by a constant endload (Fig. 3.8 and Fig. 3.9) is chosen because Robinson et al. [54]

8t is a question of the base vectors g ko and g(;)o at the node K (K =1,2,3,4) and at
the integration point ¢ (i = 1,2, 3,4) of the finite element under consideration.
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have shown that some well-known finite element codes (ANSYS (Swanson Analy-
sis) and MSC/NASTRAN (MacNeal-Schwendler Corporation)) fail to give entirely
satisfactory results in this particular case. Obviously, the invariant approach passes
exactly both patch tests, producing the constant stress state in the finite elements
(t*® = 1000 N/m?,t*¥ = t¥¥ = 0). The length, height, thickness, elasticity modu-
lus, Poisson’s coefficient and the end loading of the beam are respectively I = 1.2m,
c=0.12m, t = 0.00254 m, E = 207 x 10° N/m? v = 0.3 and F = 1000 N/m?>.

TABLE 3.9
stresses STATA STATA | ANSYS | MSC/NASTRAN
(scal.) (inv.)
A 472.6-997. 1000. | 1019.-1029. 999.6-1000.
tY -20.93-20.93. 0. 0.30-27.0 0.0-33.3
tyy -6.73-0. 0. 12.20-15.0 0.0-1.113

Theoretical solution: t** = 1000., t*Y = t¥Y =0

E EEnECES

¥ | e L —

FIGURE 3.9

Square plate with a circular hole. This problem (considered in [56]) is partic-
ularly interesting due to high stress concentrations occurring at the points of the
interior contour. Only a quarter of this plate (of the unit semispan and with a
central circular hole of the unit diameter) is analysed. The plate is loaded along its
sides by the unit load (see Fig. 3.10, where the mesh 3 x (3 + 3) is presented). The

L

A

FIiGURE 3.10
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TABLE 3.10
4 STATA | STATA
mesh (scal.) (inv.)

1+1
242

Ix(1+1) | -1.92571 | -4.30034
2% ( ) -4.89950 | -6.88578
3x(3+3) -6.98650 | -8.49520
Ax (A+4) | -8.21444 | -9.34074
5% (5+5) -8.93302 | -9.78428
6 % ( )
7x( )
8 x ( )

6+6 -9.37222 | -10.03009

T+ 7 -9.65599 | -10.17803

8+8 -9.84416 | -10.26857

9x (9+9) -9.97658 | -10.32692
10 x (10 + 10) | -10.07731 | -10.37389

Converged value: % = —10.39

modulus of elasticity and Poisson’s coefficient are taken to be £ =1 and v = 0.3.
Obviously, the convergence rate of the circular stress for the invariant approach is
more than satisfactory.

Elliptic membrane with a confocal elliptic hole. This was one of the first
NAFEMS (National Agency for Finite Element Methods and Standards) bench-
marks for membrane elements [61, p. 8]. The target stress point at A (Fig. 3.11) is
a region of stress concentration. The poor results for t%’ (e.g. for MSC/NASTRAN
and ANSYS; see [61] and [71]) can be explained [61, p. 9] by the fact that the ellip-
tical shape is not properly simulated, by a low order element and by the fact that
the usual (scalar) extrapolation “can underestimate a peak stress” [61, p. 9]. It
is evident that the proposed invariant approach can overcome (to a certain point)
this latter source of error.

The mesh 2 x 3 (“coarse”) is shown in Fig. 3.11 and the mesh 4 x 6 (“fine”) is
obtained by an approximate halving of the coarse one. The semiaxes of the outer
elliptical contour are ag = 3.25m, by = 2.75m and of the inner one a; = 2.0m,
b; = 1.0m. The membrane is loaded by the uniform outward pressure 10 N/m?2.
The material constants are E = 210 x 10° N/m? and v = 0.3, while the thickness is
t = 0.1 m. Of course, due to the double symmetry, only a quarter of the membrane
is analysed.

Circular ring under constant pressure. In order to surpass the previous “ap-
proximate halving” in the mesh refinement and to test the convergence as well as
the convergence rate of the maximal circular stress (maxt?? = %), the sequence
of meshes (from 1 x 1 to 6 x 6) for the circular ring (r; = 5, 1o = 20, t = 1,
E = 1000, v = 0.3) subjected to the uniform internal pressure (p; = 10) is analysed
and compared with the theoretical solution [26, pp. 123-124].

Concerning the rate of convergence, the invariant approach is once again su-
perior to the scalar one. However, the converged value will be greater than the
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TABLE 3.11
Error (%) | STATA | STATA | ANSYS | MSC/NASTRAN
mesh (scal.) | (inv.)
“coarse” -43.7 -23.9 -33.0 -30.7
“fine” -16.3 -6.4 -13.8 -7.8

I

FiGURE 3.11

analytical solution! But, bearing in mind that during the refinement process the
Euclidean shifters tend to the Kronecker delta (and consequently both approaches
tend to the same value), we dare suppose that this numerical deviation is an inher-
ent error of the isoparametric finite element concept.

REMARKS. It is almost impossible to improve the performances of the conven-
tional displacement formulation of the finite element method. However, regardless
of the poor displacement results especially for the low-order isoparametric finite
elements, in recent years significant efforts have been directed to the improvement
of the stress recovery schemes for these elements in order to attain stress accu-
racy (even in the case of coarse meshes) as well as stress insensitivity to the finite
elements distortion.

Unfortunately, a generally acceptable stress recovery scheme seems to be still
the “saint grail” even for the linear quadrilateral isoparametric finite elements. As
a “refuge” on a “pilgrimage” to the perfect scheme, another local smoothing pro-
cedure is proposed. In essence, it is an attempt to resolve the dilemma: “Will the
postprocessor extrapolate correctly the stresses to the surface nodes?” [68, p. 19].
The superiority of this new scheme, demonstrated in the case of the determina-
tion of nodal stresses in some typical plane stress examples with irregular linear
quadrilateral finite elements meshes, as well as the simplicity of its implementation
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TABLE 3.12
t% | STATA STATA
mesh | (scal.) (inw.)
1x1 1.50 5.70
2% 2 5.12 9.33
3x3 7.40 10.71
4 x4 8.76 11.34
5x%X5 9.61 11.65
6x6| 10.17 11.81

Theoretical solution: %’ = 11.333

FIGURE 3.12

in an existing finite element package, makes the proposed invariant (covariant)
approach a very promising one. It should be noted that the invariant approach can
be successfully applied in the global stress smoothing procedures as well [79, 86,
88].



4. ON AN INVARIANT APPROACH IN SHELL THEORY

In the three-field theory®* [60]—when the mixed model for the thin shell is in
question and the whole shell is, in essence, considered as a finite element®®, but
only in (-direction — the derivation of thin shell field equations from the three-
dimensional theory is performed by interpolation of the displacement, the strain
and the stress field in this direction. On the other hand, the request for invariance
of finite element approximations was formulated in the section 3.1. Hence, for the
shell numerically modelled as a finite element we accept an invariant approach in
the derivation of its field equations, using Galerkin’s procedure. Namely, we start
from the invariant approximations of the displacement, the strain and the stress
field and then, searching weak solution of the three-dimensional field equations,
we apply, consistently, manner Ericksen’s concept of integration of tensor fields in
curvilinear coordinates.

This approach—which is new in the literature, and should permit geometrically
more consistent derivation of thin shell field equations from the three-dimensional
theory—will lead to the strain measures introduction which is new in the shell
theory®.

4.1. Geometrical preliminaries

Our attention is confined to the class of shells characterized by the first part
of Kirchhoff~Love hypothesis. With this hypothesis the position vector of a point
originally located by®”

P(2") = R(Z*) + ; CH(E") D(E")

becomes

p(E") = £(€?) + 3 Ch(E?) (&)

84The three-field model represents a non-classical approach in the finite element method; it
is based on the independent approximations of the displacement, the strain and the stress field.
In the case of the thin shell theory, this approach permits to take into account the boundary
conditions on the shell faces.

85For the first time I encountered this idea in [58]!

86 «One of the difficulties encountered in the development of a satisfactory theory of shells,
especially for finite strains, lies in the choice of suitable strain measures.” [11, p. 26].

8TLatin indices {A,a;B,b;...} have the range {1,2,3}, and the Greek indices
{®, ¢; ¥, v;...} have the range {1,2}. Capital letters and indices (Latin or Greek) are used for the
reference configuration, and low case letters and indices for the current (deformed) configuration.
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where P and p are the position vectors of a material point in the shell-like body
in the reference and current configurations, respectively; R and r are the position
vectors of the corresponding point on the reference (middle) surface. =4 and &2
(= 04 =4) are the convected coordinates, in the reference and current configura-
tions, where =%, £¥ are the surface (curvilinear) coordinates and =3, ¢2 (= () are
the nondimensional (rectilinear) convected coordinates orthogonal to Z% and &£¥,
respectively (¢ = 0 on the middle surface, and ¢ = £1 on the upper and lower
faces). H and h are the (nonuniform) shell thicknesses in the reference and current
configurations. Finally, D and d are the unit vectors, orthogonal to the reference
surface in the reference and current configurations, respectively.

The assumption concerning the validity of the first part of Kirchhoff-Love
hypothesis, i.e., the assumption that normals to the undeformed middle surface
remain normals, enables us to establish, in the deformed configuration, the following
relationship between the base vectors (of convected coordinates) at the points ¢ # 0
and ¢ = 0 of the normal to the reference surface®® (cf. with [29, (7.32)] or [30, (9.1)])

g, = v, a, (4.1)

where the tensor field3%:%0

a

1 ¢
u-b:(sf;f5@5553@%355%% (4.2)

plays the role of the Euclidean shifters in the space of the coordinates {£®, (}—it
shifts vectors along the normal to the reference surface [11, p. 22]. This tensor is
nonsingular and possesses a unique inverse v~ = {v%} such that v-v~! =T and
v~y =129, pp. 442 and 630] or in coordinate form

.c,a __ sc c  .b__ sc
Vo VAb_(Sba V.bya_5a

(cf. for example with [8, (16.5)], i.e., with [29, (A.3.18)] or [45, (2.15g)]). Bearing
in mind that (see (4.2))

vy Vs 0
v={yt =< 1 vP 05, (4.3)
fha fha 1
it follows
1 1
vi=+to vy Vi = LSS JF%(Vi ha —vstha)
1 1
VE:*;VQI V.22:+;V1 1/32:*%(1/'1 h;Q*Vélh;l)
1
VL =0 vy =0 vi=+-(iv —viny) =1

883(1(5“0) = ga(prﬂ 0)

89The first index, either superscript or subscript, refers to the shell point with ¢ # 0, while
the second one refers to the corresponding one in the reference surface (with ¢ = 0).

90b$ being the second fundamental form of a surface.
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or, in the “condensed” form“' (using e-symbols and the generalized Kronecker
delta)

¢

1
v == (53, 5 850 v + 3 03 6F ey 615 v h;@) +696% (v =det{rt}).

4.2. Invariant introduction of thin shell strain measures”?

In this section a procedure of introduction of the thin shell strain measures,
using invariant approximations of the strain measures of the three-dimensional
continua, will be proposed.

4.2.1. Strain measures of the three-dimensional continua. The starting
point in the approach which will be proposed represents the relative space strain
tensor, defined by [29, (7.27)]

2eqp = Gab — Gab; (44)

coordinates e, are the covariant coordinates of the strain measures in the three-
dimensional (nonlinear) theory. The reason to start from the strain tensor in the
form (4.4) — instead from this tensor expressed by means of the displacement
vector—is the fact that the strain measures in the shell theory are usually of the
form like one in (4.4).

It should be noted that the use of low case (Latin) indices in the metric tensor
of undeformed configuration in (4.4) is possibly due to the fact that the convected
coordinates are in question; namely, these coordinates in the reference and current
configurations are connected by the following relations

g =54,
and hence the complete expressions for the relative strain tensor coordinates
2ea = gab — Gan iy X,
due to the reduction of the deformation gradients to the Kronecker delta, can be
substituted by (4.4).

4.2.2. Invariant approximation of the strain field and the introduc-
tion of the thin shell strain measures. Insisting on the invariance of the
approximations of the tensor fields and bearing in mind the above-mentioned thin
shell modelling as a finite element of the three-dimensional continuum in the (-
direction, we shall use a strain field approximation in this direction, but starting
(in order to give an invariant form to that approximation), for example, from the
following tensorial representation

1
e:§eo+gCe1+Z(3<2—1)e2, (4.5)

91Ct. with [29, (A.3.19)], where indices have the range {1,2}; it should be noted that the
complete and fully developed expressions for the coordinates of the inverse Euclidean shifters can
be found in [45].

9230me stipulations in an invariant introduction of strain measures in the shell theory (pro-
posed in [72]) are done.
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where e, e! and e? do not depend on the -coordinate. A variety of approximations
appears to be possible, but the usage of the Legendre polynomials [45, pp. 34-35]
in (4.5) is consistent with the stresses approximations used in [72], very suitable
ones to satisfy the boundary conditions on the shell faces.

In the diadic form the representation (4.5) reads

1 3 5
e 8 ® g’ = 5621)3& ® a’+ §C€ibaa ® a’ + 1 (B¢ -Depa®®a’,  (4.6)
and after the multiplication of (4.6) with the base vectors we shall have the following
coordinate representation of this approximation

1 3 5
Cap Ve Vi = §€Sd+ §C€id+ Z(SCQ —1) ey (4.7)

However, in accordance with the fact (shown in [72]) that only the “transversal”
stress components should be approximated by the second order Legendre polyno-
mials with respect to the (-coordinate in order to satisfy the boundary conditions
on the shell faces, we shall use the following strain field approximations

. 1 3
Cab Vip Viy = 5 €y + 5 C gy
i 1 3 5
eap Vi VY = B eds + 3 Ceps+ 1 (3¢*—1)els (4.8)
1
Cap V Vs = 5 e33 + 5(‘%3

and these representations will be used in the introduction of the two-dimensional
strain measures.

Namely, if the integration of the relations (4.8) is carried out over the shell
thickness we obtain

+1 +1 +1
0 b 1 b 0 b
Coyp = /eab V,aLp L) d€7 Coyp = / €ab V‘ag; V. C dC? €p3 = / €ab V.acp Vs dC (49)
—1 -1 -1

and the coefficients €0, el and el; play the role of the strain measures in the

thin shell constitutive equations developed from the three-dimensional theory, using
invariant three-field approximations [72].

It should be noted that the integration in (4.9) is performed in accordance
with Ericksen’s concept of integration of the tensor fields in curvilinear coordi-
nates. Hence, this approach represents really an invariant introduction of the
strain measures in the thin shell theory.

Concerning the geometrical interpretation of the above expressions, we can say
that they rep-resent some “resultant” or “averaged” strain measures.

4.2.3. Comparison with the usual strain measures in the thin shell
theory. In a general case it is not possible to compare the above defined coeflicients
e?w, e;w and 6?03 with the usual strain measures in the shell theory, except in some
special cases.
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First of all, let us suppose that the shell thickness is uniform and does not
change®® during the deformation (i.e., that h = H); then it is possible to write the
following relations

2¢ap = Gap — Aap — Ch (bag — Bap) +C2(...) (4.10)
obtained from
2e08 = goap — Gap =84 " 83 — Ga - Gp (4.11)
using g, = v a, and its analogous relation in the reference configuration
Go=NJA,,

substituting the expressions for the operators v}, i.e., for the corresponding ones
N in the reference configuration.

However, as a consequence of the complete Kirchhoff-Love hypothesis we have
eas = €33 =0, [11, (4.25)] and then it follows from (4.9) for example

+1
e?w = /eag v I/i dg; (4.12)
21

substituting (4.10) in (4.12) and taking into account that (cf. e.g. with [11, (3.18)]
or with [30, (9.5)])

« o 1 o 1 2 a 1o
v =05+ 5 ChbG + (5Ch) B+,

we obtain
+1

% = [[(@as = Aap) = Chlbus ~ Bug) + ...
—1
><(6¢+—Chba+...)(65+%(hbﬁ+...)d§
+
— [ (@ = Aa) = Ch(bup = Bag) ...
—1
[5@5‘% Ch(82bS +8062) + .}dg
+1
— [ [(@ws = Aou) + 5 Chans = Aug) (03] + 3755)
21

— Chlbpy = Bpy) + ... ] dC.

93This is the second part of the Kirchhoff-Love hypothesis in the classical shell theory [29,
p. 478].

94This follows from (4.1), bearing in mind that, due to the shell thickness uniformity, we
have (see expressions (4.3)) v;® = v53 = 0.
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Similarly we obtain
+1

2l = A Len Aap) (6265 + 67 b2

Cop = {(%w— MJ)"‘EC (aap — Otﬁ)(tp ¢+¢¢)

-1
— Ch(bpy — Boy) + ... | CdC.

In the case when the higher degrees of the second fundamental tensor of the
shell reference surface can be neglected”?, these coefficients reduce to

0
Coyp = Qpyp — AWI’

h h . N
Cop =~ g = Boy) + ¢ (s — Aap) (63 by, + 0, b3)
h 1 . .
= =2 (b = Bou) = 5 €5 (03 8 + 6] bg,)],
i.e., to
0 1 h 1 0 ¥ 0 v
€oyp = Ooy — A@’l” Coyp = _g (b<P¢ - B‘Pﬂ’) - 5 (ecp'y bw + Cyy bcp) )

and this means that the new strain measures reduce approximately to the ones
introduced by Koiter (cf. with [29, (20.37)]; s. also [29, p. 582]).

Further, if the product of the strain measure egw and the second fundamental

tensor of the shell reference surface can be neglected®® too, then here introduced
coefficients egw and e}w reduce to

h
eﬁlw = apy — Apy, etlm/} =73 (bpy — Boy),

and these are, in essence, the strain measures frequently encountered in the stan-
dard shell theory literature.

However, we underline that, in a general case, the above introduced strain
measures for shells differ from the usual ones.

Let us note that the proposed invariant approach unambiguously point out the
type (variance) of quantities which should be introduced as strain measures in the
thin shell theory. Namely, by this approach the following difference b, — By, is
(in an approximative form) obtained as a measure of the change of the reference
surface curvature, while for example in [30] between three considered possibilities
30, p. 151]: byy — By, b — By and b?¥ — B¥Y the advantage is given to the

difference of the mixed coordinates of the curvature tensors in two configurations®”.

9 This supposition means that a shallow shell is in question.

%This, in fact, means that the sufficiently shallow thin shell is in question, i.e., that the
shifting operators can be substituted by the Kronecker delta (see e.g. [29, (20.30)] and the
corresponding remarks, as well [45, (3.3)]).

970n the other hand, in (55, p. 128] the particular attention is paid just to the strain measures
of the form (4.13).
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Three above mentioned differences are not the coordinates of the same tensor
quantity—this is a consequence of the fact (discussed in [32], too) that the associa-
tion of the contravariant coordinates to the coefficients in the expansion (4.10) has,
in essence, a three-dimensional character (and not a two-dimensional one, as it is
insisted in [30, (9.41)]). However, by the use, in a general case, of the expansion
(4.7) of the parallely shifted®® coordinates of the strain tensor, these dilemmas are
surpassed and the interpreting of the difference of the tensors b and B became
superfluous.

It should be noted that the (approximative) strain measures for example in the
form

o h
XE¥ = a®? — A%V, XfY = 3 b9V — B#Y) (4.15)

can be obtained by the same procedure, starting from the following three-dimen-
sional strain measures

2x* =g — G =g>. g’ - G*. GP. (4.16)
Namely, it follows (cf. with (4.10))
2% = a®f — AP L Ch (b — BP) + (2 (...)

and for the coefficients in the corresponding Legendre polynomial expansion of the
tensor x¥¥ we obtain the relations

+1

2V = /[(aaﬁ — AP £ Ch(b*P — BYP) 4+ ..
-1
1

x(g ZChbE )(5g—§ghbg+...)dg

+1
/[ — A £ Ch(b*P — BYP) 4 ..
Z1

x [ag(sg’ —Eg‘h(égngrég’bﬁ)Jr...} d¢
+1 1
- / (% — %) = 2@ — 4°%) (52 ) + 64 )
—1
+<h(bW—BW)+...} dc

98« however regular the two-dimensional tensor character of the expansion coefficients

may seem ..., there is a snake in the grass. The association of co-and contravariant components
is not governed by the metric tensor ... of the two-dimensional metric ..., but the association
remains essentially three-dimensional in character .... This divergent behaviour of the expansion
coefficients is obviated if the tensors are parallel-shifted towards the middle surface ... before the
components are expanded in Taylor series ...” [32, p. 526].
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and
+1

2X<{JTP - / |:(aW/J _Aipdi) _ %Ch(aaﬁ _Aozﬁ) (55 bg +6¢ bﬁ)
21
+<h(bW—BW)+...}gdg;

these expressions, under the appropriate suppositions, really reduce to the expres-
sions (4.15). However, it should not be forgotten that the three-dimensional strain
measures in the form (4.16) are not the contravariant coordinates of the previously
used strain measures (4.11) [30, p. 24]; hence, there was no reason to expect that
the corresponding derived two-dimensional strain measures (4.15), i.e., (4.14) would
be the coordinates of the same tensor quantity. Therefore, which quantities should
be used as the thin shell strain measures is uniqelly determined by the choice of
the starting three-dimensional strain measures in the above described procedure.

REMARKS. An invariant (i.e., natural, from the point of view of the contem-
porary physics) approach in the introduction of the thin shell strain measures is
proposed. It should be pointed out that this approach is a new one and its usefulness
is justified by easiness in the derivation of the thin shell constitutive equations®® in
[72]. The form of these strain measures is new'? in the literature and only in the
case of sufficiently shallow shells they reduce to the usual strain measures in the
thin shell theory.

The proposed approach is one of many possible, but in both physical and
geometrical sense it is more consistent than the usual ones, since the new strain
measures in the thin shell theory are obtained as a consequence of the request
for (coordinate) invariance of the approximations of the strain tensor of three-
dimensional continua and the integration of these approximations is performed in
accordance with Ericksen’s concept of integration of tensor fields in curvilinear
coordinates'!.

99 «The choice of ... measures for finite deformation of shells has not been assessed or
sufficiently explored. At any rate, the choice depends also on the constitutive equations as well
as the point of view that may be adopted in seeking the complete formulation of the theory.” [11,
p. 32].

100These new thin shell strain measures should satisfy some compatibility conditions different
from the usual ones in the shell theory; this will be the object of the future work.

1011 should be noted that the thin shell strain measures can be obtained by Galerkin’s
reduction of the equations (4.4)

2eqp = Gadb — Gab1
ie.,

1
€ab — 5 (gab - Gab) =0,

the weak solution of which we could search in a form
1 _
/tab [eub - 5 (gab - Gab)] \/a/g dv = 07
Vv

using now the stress tensor coordinates as weight functions [58] and a ‘“rational” factor \/a/g,
too. Further, in this expression we should substitute corresponding approximations for the stress
tensor and the strain tensor etc.; however, the need for such reduction of three-dimensional strain
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4.3. Invariant introduction of stress-resultants in shell theory'??

In the shell theory development from the three-dimensional theory of continua,
the stress-resultants are defined. Although this is not always done in the same way
(see for example the footnote [7, p. 562]), common to all the procedures for the in-
troduction of these resultants encountered in the standard shell theory bibliography
is their noninvariance.

4.3.1. Noninvariance of the usual approaches to the introduction of
stress-resultants in shell theory. Noninvariance of the usual approaches to the
introduction of stress-resultants in shell theory. Pointing out several examples of
geometrically inconsistent introductions of stress-resultants, as well as proposing
the procedures for superseding these, is the aim of this and the next section.

4.3.1.1. Truesdell and Toupin’s approach. Let us concern ourselves first of all
with the introduction of stress-resultants in [7, pp. 560-561]. The authors, in fact,
start from the component form of the condition that the action of the contact force
N upon a part of a curve lying on the shell reference surface is equipollent to the
action of the stress vector t to the corresponding part of the cylindrical (lateral)
surface [7, (213.1)]

/ N nyds = / 1% 7y, da; (4.17)
c b(c)
n is the unit normal to the cylindrical surface OP; [29, p. 514], n is the unit normal
(in the shell reference surface) to the curve P (OP denotes the boundary of a
region P in the reference surface), ¢ is a part of P, and b(c) is a corresponding
part of 9Py (this cylindrical surface, lying entirely between the lower (¢ = —%) and
upper ( = +%) shell faces, coincides with 9P on ¢ = 0).

The cylindrical surface 0P is usually supposed to be formed by the normals
to the reference surface [7, p. 560]. Further, the coordinate surfaces { = const
are supposed to be parallel to the shell reference surface (this corresponds to the
supposition of uniform shell thickness). Finally, “since there are some formal diffi-
culties in using general coordinates on the [reference] surface” [7, p. 562], the lines
of curvature on the reference surface are chosen as co-ordinate lines £€*. With such a
choice of the coordinate surfaces and lines, the element da of the cylindrical surface
can be expressed as [7, p. 561]

da = +/g/ad(ds, (4.18)

while the coordinates of the normals fi and n read!®3
measures is surpassed by the direct integration of the relations (4.8), so obtaining the expressions
(4.9).

102Based on [82].

103The tensor field

vyt = 8§ — ¢y 85,6

(b:/; being the second fundamental form of the reference surface) plays the role of the Euclidean
shifters in the space of normal coordinates—it shifts vectors (tensors) along the normal to the

reference surface and relate base vectors of these coordinates at the points ¢ # 0 and ¢ = 0 of this
normal by the relation g, = v, a; ([29, (7.32)] or [30, (9.1)]).
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iy =1y ne =13 n, (g =mn3 =0) (4.19)
(see the formula [7, (213.6)]); this means that the normal to the cylindrical surface

does not suffer any change along the corresponding (-generatrix, i.e., n = n.
Now, the substitution of (4.18) and (4.19) in (4.17), yields (v5' = v2 = 0)

+h/2 +h/2
N = / v, \/g/ad¢ = / ¥ \/g/adC. (4.20)
—hy2 —h/2
Particularly, if the index a has the range {1,2}, (4.20) reduces to [7, (213.7)]
+h/2
N = / t* v¥ \/g/adC. (4.21)
—h/2

However, if in the just described procedure from [7] one starts from the vectorial
form of the condition that the action of the contact force N upon a part of a curve
lying on the reference surface is equipollent to the action of the stress vector t to
the corresponding part of the cylindrical surface [29, (11.34)]

/Nds: /tda, (4.22)

b(c)

one more shifter v will arise in (4.20) [65]. Indeed, if we use the following repre-
sentations for the contact force and the stress vector [29, (9.11) and (11.7)]

N = N¢ Ny = No¢ nNega,, t= th iy =ty g =t 1 v’ ac, (4.23)

condition (4.22) becomes

/Ncw Ny acds = / T v’y a. da, (4.24)
c b(c)

and, using (4.18) and (4.19) as well, we obtain the following expression for the
stress-resultants

+h/2
N = / vt v, \/g/adC! (4.25)
—h/2

It should be noted that the component condition (4.17) (i.e., [7, (213.1)]) is
postulated, while (4.25) is derived from the vectorial form condition (4.22), and this
(because of g, = v a;) necessarily involves the “second” shifter (the presence of
the “first” shifter v in (4.20) and (4.21) is caused by the use of the formula (4.19)).

To be exact, the essence is in fact that, although Ericksen’s concept of integra-
tion of vector (tensor) fields in curvilinear coordinates has been pointed out imme-
diately after the component form of the stress-resultants definition in [7, (213.1)],
this concept is not consequently used. Namely, the resultants of the form (4.25),
proposed in [65], can be geometrically interpreted as a limit obtained after the
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parallel transport of the stress tensor to one point (for example ¢ = 0) on the inte-
gration path, using the Euclidean shifters (thus being in accordance with Ericksen’s
concept); on the other side, in the usual resultants (4.20) the stress tensor is obvi-
ously shifted only with respect to the second index, while a dragging along process

is performed'®* with respect to the first one.

4.3.1.2. Naghdi’s approaches. However, in the usual shell theory references!'®®,

even when one starts from the vectorial form (4.22), i.e., (4.24) of the equivalency
condition between the contact force and stress vector actions, the resultants of
the form (4.20) (and not (4.25)) are again obtained! This seemingly paradoxical
situation that, starting from another condition (essentially different from the former
(4.17)) one obtains the same results, obviously deserves particular attention. Hence,
let us dwell upon it.

First of all, when the start in [11] is made from the condition of the form (6),
the following relation is arrived at [11, (5.11)])

/Nds = /t“b iy 8o da = /t“b iy 8 dC d3, (4.26)
c b(c) b(c)
where the element da of the cylindrical (lateral) surface is taken as da = d(ds,
[11, (5.10)] and ds is the element of the arc s representing the intersection of the

cylindrical surface and the surface { = const. However, instead of using the relation
(4.19) (although established in [11, (5.3)]), the following relations ([11, (5.5)] or [55,

p. 81])
Ne ds =+/g/angds, (4.27)
derived from [11, p. 41]

A ds = A\ ds, (4.28)
where [11, (2.56) and (5.1)]
A= —, \¥=—
ds’ ds

are used further on. Therefore, the absence of the “second” shifter in the stress-
resultants [11, (5.12)] (i.e., in (4.20)) is quite clear—the above used relations (4.27)
do not contain such an operator. Hence, the question concerning the correctness
of the relations (4.27) imposes itself immediately. The answer is that they are nu-
merically correct (they are a direct consequence of the equalizing of the expressions
A ds = d€* and \*ds = d£%), but geometrically inconsistent. Namely, it is a
question of two vectors on the different surfaces (¢ # 0 and ¢ = 0) and, therefore,
in different points of space

dé“g, and dE° a,, (4.29)

1040¢ course, the above mentioned parallel transport of the stress tensor is not necessary—its
components can be treated separately as scalar functions; however, the results obtained by the
integration of these functions will not be, in the general case, the components of an invariant
object!

105Bearing in mind that the theory due to Naghdi is widely accepted and represents the
standard reference for shells, we have paid particular attention to references [11] and [29].
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having equal components with respect to two different sets of base vectors [30,
pp. 143-144]. However, bearing in mind that for the comparison (as well the
equalizing) of two vectors their parallel transport to a common point is necessary,
it follows that the relations which equalize the components in (4.29) (but without
the shifting to the same point) do not represent the component form of a vectorial
equality, and hence these relations do not have an invariant (covariant) character.
But, the noninvariance of the relations (4.28) and (4.27) implies the noninvariance
of the entire derivation which follows (4.26) and can be found in [11].

We dare suppose'® that the above mentioned difficulties, concerning the main-
tenance of derivation invariance, were the reason for a somewhat different approach
to the stress-resultants introduction in [29]. The starting point is again the condi-
tion in the form (4.22) [29, (11.34)]

/NdS: /tda; (4.30)
oP

OP5

after the use of the representation (4.23) for the stress vector, as well the relations
[29, (11.32)]

finda = \/gde*d(, noda=—\/gde"d¢ (4.31)
and the relations [29, (11.33)]
nids =+/adé?, nods=—+/adf?, (4.32)
the condition (4.30) reads [29, (11.38)]
+h/2
/Nds = / t° 7y da = / (t' 7y +t*7ig) da = / / Vot de? —t2det) d¢
oP dP; oPs P —h/2
_ / Va(N'de? — N2dgl) = /N@ nyds,
oP P
(4.33)
where the resultants N¥ [29, (11.36)] are defined in the form
th/2
N¥Va = / t% /g d¢; (4.34)
—h/2

and these expressions, during the linearization [29, (12.36)], reduce to the above
quoted stress-resultants (4.21). Consequently, it follows that the vectorial definition
(4.34) leads again to stress-resultants containing the integration not performed in
accordance with Ericksen’s concept?!

But the explanation is very simple: the relationship between N', N? and t!,
t2, t3 is established as if they are considered only as vectors and not as vector com-
ponents, too. However, if we regard the vectors t!, t2 and t3 as the components of

1061:’rinr1arily because of an explicit requirement for the coordinate invariance of the shell
constitutive equations developed from the three-dimensional theory [29, p. 585] and containing
the stress-resultants.
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the vector field {t!,t2 3} in three-dimensional space (this is obvious from (4.23)3),
and the vectors N and N? as the components of the surface field {N* N2} (this
fact follows from (4.23)1), then the use of the shifter v during the equalizing of
the surface field components with the surface components of the resulting three-
dimensional field (obtained by the integration of the field {t!, t%,t3} along (-axis)
becomes necessary and the definition (4.34) should be replaced by a definition of

the form
+h/2

N¥ /a = / tY v /g dc, (4.35)
—h/2

directly yielding the stress-resultants (4.25).

It should be noted that the form (4.35) imposes itself immediately if we use the
relations (4.18) and (4.19) in (4.33). On the other hand, this is obviously not the
case if one insists on using the relations (4.31) and (4.32). However, if one insists on
invariance in this usual approach to introducing stress-resultants in the shell theory,
i.e., if one wants to avoid the noninvariant equalizing of the differentials of some
curvilinear coordinates performed in (4.28), the parallel transport (along a finite
distance) of the first differentially small vector in (4.29) from the surface ¢ = const
to the corresponding point on the surface ¢ = 0 should be performed, and only
then can this shifted vector be compared with the second vector in (4.29), lying on
the surface ¢ = 0. Fortunately, the need for these considerations can be surpassed,
for example, by the procedure described in (4.22) to (4.25) (and communicated in
[65]); another stress-resultants invariant form, similar to (4.25), can be obtained
using invariant approximations of three-dimensional stress fields as well (see the
next subsection).

4.3.1.3. Simo and Fox’s approach. Finally, let us concern ourselves with the
stress-resultants introduction proposed in [67] — “physical definitions of these resul-
tants within the context of the three-dimensional theory” [67, p. 270] are in question.
However, since the stress-resultants are defined in the form [67, (4.5a)]

+h/2
Nova= [ Tervad (4.36)
—h/2

where T = t* g, ® g, is the Cauchy stress tensor, geometrical consistence is not
characteristic of this procedure, either; namely, because of

Tg? =t"g, ® g, g°=1t"%g,=t%,

the definition (4.36) plainly reduces to (4.34), and we arrive at the situation already
discussed. Hence, the proposed “geometrically exact shell theory”, obtained by the
reduction of the three-dimensional theory, is not geometrically consistent.

4.3.2. An invariant stress field approximation. If we dwell on the natural
laws described by tensor equations, this request would mean that the approxima-
tions of the corresponding tensor fields must be also invariant under coordinate
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transformations. Therefore, and bearing in mind the approzimative character'”
of the shell theory derived from the three-dimensional theory of continua, we shall
start from the tensorial form of the Legendre three-dimensional stress field approx-
imation in the (-direction

2
(the usage of the Legendre polynomials ([45, pp. 34-35] and [58]) is convenient to
satisfy the boundary conditions on the shell faces), where [ is a scalar invariant
representing the arc, i.e., line along the (-direction, and T, T, T2 do not depend
on the (-coordinate. If we use the diadic form of the representation (4.37), we shall
have

- 1>T2 (4.37)

u 1, . 12 5 1212

t bga® gy = ETObaa® ab+ﬁlleaa® ap + 1(?
Let us perform the multiplication of (4.38) with the base vectors, and we shall have
the following coordinate representation of this approximation

1 12 5 /1217

tabl/c'bcl/i)d = E 6:d+ ﬁled—F Z(F

where v is the above-mentioned shifting operator in the shell theory. The equation
(26) can be integrated over the shell thickness, where [, measured from f% to +%,
coincides with (; therefore, using the fact that the integral of the third term in

(4.39) is zero, we immediately obtain
+h/2
TS = / t" v vt d¢ (4.40)
“h)2

- 1) Toba, ©ay. (4.38)

- 1) TS, (4.39)

and similarly
+h/2

Tid = / t* vl yd ¢ de; (4.41)
—h/2
if c and d have the range {1, 2}, these expressions reduce to (vt = v52 = 0)

+h/2 +h/2
Tg’w = / i y('f uﬁ d¢ and wa = / £t ng V;,w ¢dc. (4.42)
—h/2 —h/2

These quantities can play the role of stress-resultants in an invariant approach in
the derivation of thin shell equations of motion.

4.3.3. Invariant stress-resultants—symmetrical ones. Obviously, the
proposed invariant approaches (4.22)—(4.25) and (4.37)—(4.42) lead to the symmet-
rical stress resultants. However, this property is non-existent in the usual (above

107g¢¢ [18, p. 92]: “Any two-dimensional theory of thin shells is necessarily of an approzi-
mate character. An exact two-dimensional theory of shells cannot exist, because the actual body
we have to deal with, thin as it may be, is always three-dimensional.”.
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mentioned) approaches to the introduction of the stress-resultants in shell theory,
except in the special cases when v reduces to the Kronecker delta or if a forced sym-
metrization is performed ([11, (5.35)] or [67, (4.25)]). It should be noted that we
have encountered an ad hoc introduction of the resultants similar to (4.25)—see the
expression [39, (29)2] (to be exact, the mixed stress tensor components are in ques-
tion). The essence is that the approach, proposed in [39], preserves the invariance
of the corresponding integrand, although this aim is not explicitly underlined!'®®.

REMARKS. We emphasize that the integration in (4.40) and (4.41) (as well as
in (4.25)) accords with Ericksen’s concept of integration of tensor fields in curvi-
linear coordinates. Therefore, it seems that only now Rutten’s statement “.. the
determination of the resultant actions and moments of force vector fields which are
referred to gemeral curvilinear coordinates is one of the most important fields of
application of the finite shifters ...” [32, p. 502] receives its full meaning.

Concerning the physical and geometrical interpretation of the procedure in
(4.40), it can be understood as the equalizing of “the action” at a point on the
reference surface with “the resulting action” along the (-line through this point,
while in (4.22) the equalizing of the actions upon a contour lying on the reference
surface and upon the corresponding part of the cylindrical surface through this
contour is done. Obviously, this latter “global” balance differs from the former
“local” one by the factor y/g/a present in the classical stress-resultant definitions
as well. Of course, in order to obtain this factor in (4.40) and (4.41), it is sufficient
to start from the approximation

1 12 5 /1212

g/aT— ETO—’_ﬁZTl—’_Z(?

instead of (4.37). However, bearing in mind that this factor!?® is not an absolute
scalar (but a relative double scalar field!), we shall decide on (4.40).

—1) T,

4.4. Appendices

4.4.1. On a stipulation of the relationships between the covariant
derivatives of space and surface tensors in shell theory''’. Let us start
from the relation

vt = gho! (4.43)
which relates the coordinates v* of the vector v = v’ g; at the point z* in a curvilin-
ear coordinate system in Euclidean space (g; are the corresponding base vectors)

1080y¢ course, it is up to the reader to adopt an approach, particularly because of the opinion
that “.. it is not even clear that exact laws of nature must necessarily be expressible in tensor
form ...”7 [12, p. 130]. But still, no one desists from using Tensor Calculus in shell theory (motiva-
tion can always be found in the tensorial notation elegance)! However, this calculus is, in essence,
Calculus of Invariants and hence this characteristic should be strictly respected.

10915 presence in (4.25) is caused by the use of the expression (4.18) for the element of the
cylindrical (lateral) surface. Hence, if one adopts that this element reads da = d¢ ds [45, p. 106],
i.e., if one approximates the factor \/g/a by 1 [47, (3.2)], the above-mentioned difference between
(4.25) and (4.40) disappears.

110Based on [81].
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with the coordinates v’ of the same vector v = v! g; shifted to the point!'! X! (g%
are the Euclidean shifters, and g; are the base vectors at X I ).

To differentiate (4.43), we should suppose that v is a vector field. However, in
this case some relationship between the variable point z* and the corresponding X’
(where v(z?) is shifted) must be established. Hence, supposing given a sufficiently
smooth point transformation

' =a'(XT) (4.44)
and its inverse
X' =X, (4.45)
the total covariant derivation'!? of (4.43) gives
vl = (g7 vy = gp ol = gl X7, (4.46)

where the identity [8, (20.5)] as well the chain rule [8, (22.4)] are used.

If we use (4.45) and (4.44) to eliminate X! and ! in v® and v! respectively,
the total covariant derivatives in (4.46) reduce to the partial ones (according to the
rule [8, (20.2)] and the result [8, (18.2)]) and (4.46) reads

vl = grol; X3 (4.47)

There is nothing new in the relation (4.47), but this result for the covariant
differentiation of a shifted vector (tensor) field enables us to derive (in an extremely
simple and sophisticated manner) the fundamental relation between the covariant
derivatives of space and surface tensors in shell theory. This is the aim of this
subsection.

Bearing in mind that the double tensor field [11, (3.3)]

=61 - ot ol

and its inverse [11, (3.13)]
i Lo w i
vi=—(0,07 oRyvi) + 0507 (v=1y)) (4.48)

play the role of the Euclidean shifters in the shell space reffered to the curvilinear
coordinates £ and the rectilinear coordinate £3 = ¢ orthogonal to £€*—they shift
vectors (tensors) from the point {£1,£2, ¢} to the point {Z1 = ¢} =2 = 2,0} and
vice versa, i.e., along the normal to the shell middle surface’® ¢ = 0—we can
rewrite the relation (4.47) in the form

vl = vl B2 (4.49)

Obviously, the uppercase indices reffer now to the points in the surface ¢ = 0, while
the lowercase ones reffer to the points with ¢ # 0.

Hlvye regard z* and X! as coordinates of different points in the same coordinate system
(see the last footnote in [8, p. 806]).

12The semicolon denotes the total covariant differentiation, while the comma denotes the
partial one. Also, X;‘g =0X7/027.

13p is the second fundamental form of this surface.
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However, the point transformation (of the type (4.44)) between ¢! i and =7,
necessary for the shifting of the field v, is (“until the further notice”) implicitly
supposed to be of the form

€8 =6t 21 4 const
(this is evidently satisfied for £€# and =%) when (4.49) reduces to

v =g v){, (53]. (4.50)

If we restrict ourselves to ¢,j = «, 3 and use the fact that v§ is equal to zero
for'14 [ = 3 (see (4.48)), we immediately obtain!!5:116

vl =g v 05 = vg(Oev” + Ty v + T35 0%)65 = vg (ev” + gy v™ — by v*)67

(4.51)
or, in the usual notation (the single-dash and double-dash) for the three-dimensional
and two-dimensional covariant derivatives, finally

N T, 3\
v = vg(vje — by v°)dg
and this is, in essence, the well-known expression for the covariant derivative of a
vector in the space of normal coordinates in terms of its components shifted to the
surface ¢ = 0 along the normal to this surface [11, (3.38)]. In a similar way we
obtain!'?
v, = 0% = V3% 0y = (Be0® + A ™ +T330%)07 = (900® + bea v™)67

and (see [11, (3.39)])

”\33 vf”g =030 =} '0,33 63 = 030>,
However, in the case of i, j = «, 3 the relation (4.50) yields
vﬁg =v3 =1y v% Jg = 1/3‘,(3311\1’ + Fg’A v+ Fg’?, v3) = 1/3‘,(8311‘1’ - b[‘I\’ vA) (4.52)

and this result differs by the second term from the corresponding expression in
(3.39) quoted in [11] !

REMARKS. Obviously, in comparison with the procedure in [11] based on the
appropriate expressions for the space Christoffel symbols in terms of these symbols
evaluated at ¢ = 0, the above-mentioned approach is really simple—it is rather a
specialization of the well-known relation (4.46) than a tedious calculation as one in
[11] still is.

H4The boldface numbers are the specialization of the indices represented by the uppercase
letters.

115We observe that the third coordinate of v remains unchanged in the shifting process, i.e.,
3 3,3 3

v® = vz v° =0v°.
167t should be noted that in the space of normal coordinates £¢, when the Christoffel symbols
correspond to the points in the surface ¢ = 0, we can use the formula by = —T'¥, [11, (3.27)].

17Similarly as in (4.51), we use the formula bgps = 3, [11, (3.27)]. Next, not only the
Christoffel symbols ng, F§3, Fg3 (evaluated at ¢ = 0), but also the symbols Fi3, rgs, Fgg
(evaluated for ¢ # 0) vanish identically.
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Further, due to the presence of the Kronecker delta, the proposed approach
enables us to make the distinction between the indices corresponding to the surface
¢ = 0 (the uppercase letters) and to the points with ¢ # 0 (the lowercase letters)*!®.

However, the main benefit from the proposed sophisticated procedure is not its
brevity or index consistency—much more important is the absolutely unexpected
discovery of the incorrectness in the usual formula corresponding to (4.52). Namely,
this formula (quoted, but not derived in [11]), in our notation, reads (see [11, (3.39)])

vz = v =1y dzv?. (4.53)

EXAMPLE. In order to dispel any doubts or hesitations about incorrectness

of (4.53), we shall consider a vector field defined in the cylindrical polar system

{zt,2%,2°} = {z, 0,1}
vl=0=0, v =1¥==, v*=0"=0.

The coordinates of the shifter which relates to the points {z!, 2%, 23} = {z,¢,7}
and {X1, X2 X3} = {Z,®, R} in this system are equal

1 0 0
{91} =140 (R/r) cos(p = ®) —(1/r) sin(p — D)
0 R sin(p — D) cos(p — @)
and
1 0 0
{9/} =40 (r/R) cos(p —®) (1/R) sin(p — D)
0 —rsin(p—P) cos(p — D)

(cf. with [8, (17.2)]). If we restrict ourselves to the shifting process along the
normal to the cylindrical surface #3 = R, (4.54) and (4.55) reduce to (because of

p=192)

‘ 1 0 O 1 0 O
{97} =40 R/r 0 and {giy =40 r/R 0
0 0 1 0 0 1

Finally, if we use the coordinate transformation ¢! = 2!, €2 =22, &3 = =23-R =
r — R to introduce the usual, normal coordinates {¢1,¢2,¢3 = ¢} in the vicinity of
this cylindrical surface (the shell middle surface ¢ = 0), (4.56) and (4.57) become
the coordinates of the Euclidean shifter in the shell space, i.e., vt = g and v} = g/.
However, taking into account that the only three Christoffel symbol coordinates

different from zero, in the 1cylindrical polar system {z',z2 2%} = {z,p,7}, are
3 _ 2 _ 12 _ :
'3y = —r and I'33 = '3, = -, and using the fact that
, . 1 A
1_ 1,6 1,1 _ 2_ 2. 0_ 2 2 3_ 3 i_ 3 3_
vo=r;v' =r;v =0, ’U—Vi'L)—I/QU—R, v =v; v =v3v° =0,

18This will be useful to us later on when we attempt to derive thin shell field equations in
a geometrically more consistent manner than the usual ones Namely, the inconsistency in index
notation can be a source of confusion during the usual derivation of shell equations from the
three-dimensional theory of continua.
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we obtain for example

U,Qs:83U2+F§ivi:—ri2+F§202=—ri2+ri2=0,
but
and hence

0?3 # v3 03vY;
therefore, the formula (4.53) is not valid in a general case. On the other hand,
the missing term, necessary to establish the equality, is just the second term in the
result (4.52), obtained by our approach. Namely, we immediately find
1 11
0=v% = vg(dsv” +Tgpv™) = 13(930% + T3, 0%) = g( -~ + 7 }_%) =

Bearing in mind that the theory due to Naghdi is widely accepted [39, p. 607] and
represents the standard reference for shells [48, p. 89], we hope that the improve-
ment of the formula (4.53), i.e., its replacement by (4.52) may be of interest to a
wide circle of readers.

4.4.2. Gauss’ theorem in curvilinear coordinates in Euclidean space—
another invariant formulation''®. Let us start from the generalized Gauss’ the-
orem (the divergence theorem) for arbitrary metric space Vi ([16, p. 128] or [21,
p. 103]; cf. for example with [33, (9.52)])!2°

/ bigig--n—1 dritN-t = (_1>N_1 /t[ili?”N_lvj] dT[ili?“Nilj]’ (4-58)

TN -1 TN

where 7n_1 denotes a hypersurface of (N — 1)-dimensions which encloses a vol-
ume 7y of N dimensions and t is a sufficiently smooth tensor function, while the
comma denotes covariant differentiation with respect to the corresponding metric
tensor. In Tensor Calculus and its applications “such an integral theorem*! is of
special importance ... because on both sides ... there are invariants” [21, p. 104].
Consequently, it is applicable in arbitrary curvilinear coordinates. For the purpose
of this note, we shall consider three-dimensional Euclidean space (N = 3), when
(4.58) yields the formula

/tij ds" = /t[ij,k] dv'* = /tij,k v (4.59)

S v v
for the transformation of an integral over a closed surface s into an integral over
an enclosed volume v [21, p. 102]. The infinitesimal two-and three-dimensional
cells ds* (the surface element) and dv’* (the volume element) are completely

119Based on [78].

1207 owercase Latin indices have the range from 1 to N.

1217¢ should be noted that “there ewists ... another possible interpretation of the integral
theorems which does not require any tnvariance or covariance for the integrands”, but these

theorems will have a tensor character only if the corresponding integrand is an absolute tensor
[21, p. 104].
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antisymmetric; hence, it is possible, in a three-dimensional space, to associate (by
means of Ricci’s antisymmetric tensor) the covariant vector ds; and the scalar dv

ds' = ¢k ds), . dv'* = £ dy (4.60)
to these multivectors, respectively.

On the other side, the usual formulation of the divergence theorem in classical
(three-dimensional) analysis reads

/ VidS; = / Vidv (4.61)

for a vector function v with Cartesian coordinates V*, or

/ T% dS; = / T dv (4.62)

for a tensor function of the second order t with the Cartesian coordinates T [6,
p. 129]. The remark that in the case of (4.62) “.. the question of the transition
to the curvilinear coordinates ... is not quite simple ...” 122 [16, p. 129] and future
use of (4.62) in noncartesian coordinates, were a motive to find the form of (4.62)
applicable in any allowable coordinate system in Euclidean space.

In order to give an invariant form to the expression (4.62), we multiply it with
the Cartesian base vectors e;

/ T e;dS; = / T e;dV. (4.63)
S v
Since this expression is written in a full tensorial form, it is valid in any coordi-
nate system (not only in the Cartesian orthogonal coordinates for which we have
constructed (4.63))

/tij gids; = /t’j g; dv, (4.64)
S v
where g; are the covariant base vectors of the curvilinear coordinates in question.
To calculate these tensorially invariant integrals, we follow Ericksen’s concept of
integration of tensor fields in curvilinear coordinates and shift both integrands to
an arbitrarily selected point!23:124

/tij gl e; ds; = /t’j gl g; dv,
S v

where g! are the shifting operators (the Euclidean shifters), which relate the base
vectors at different points

g = 9@1 gr.

122Namely, it is not possible to substitute only the Cartesian components in (4.62) by the

corresponding components in curvilinear coordinates in order to obtain an invariant formula.
123This fixed point may be chosen so as to make the integrations as simple as possible.
124The uppercase Latin indices (as well the lowercase) have the range {1,2, 3}.
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Using the constancy of the base vectors gy, corresponding to the fixed point, we
obtain the coordinate form of the formula (4.64)

/tij gt ds; = /tzj gl dv. (4.65)

S v

There is another way to obtain the formula (4.65). Namely, substituting (4.60)
into (4.59), we shall have

/€ijk tij dsk = /Eijk tij,k dwv.

S v
However, on the basis of
et =g’ ¢’ 8" = g7 gy ok &', 87 8] = g7 g g TF,
we can write
9195 9Kk Lij @Sk = | 91 95 9K Vij,k QU

S v
(we used the constancy of Ricci’s tensor /7%, corresponding to the fixed point, to
eliminate it under the integration sign) or, after some index raising/lowering,

/91'1 g;-] grt dsy, = /g{ gj‘-] gk t% dv. (4.66)
S v
Contraction with respect to the indices J and K in (4.66) immediately leads to the
formula (4.65).

In this way, the equivalence between two approaches in obtaining the invariant
form of (4.62) is proved. The presence of the shifters is just the consequence of the
request for invariance of the integration process—the tensorially invariant integral
formula (4.65) is formed by shifting the integrands to the same fixed point before
this process is performed, i.e., in accordance with Ericksen’s concept.

REMARKS. Expression (4.65) represents another form of the Gauss formula in
curvilinear coordinates in Euclidean space; more definitely, it is a consequence and
a particular form of the generalized divergence theorem. This formula, essentially
different'?> from the formula (4.62), enables us, for example, to propose another
approach in the derivation of Cauchy’s first law of motion (see the next page).

Further, we emphasize that on both sides of (4.65), under the integration sign,
we have invariants (it should be underlined that dv, introduced by (4.60), is an
absolute scalar invariant). Our insistence on the invariance of the integral formula
(4.65) (obtained following Ericksen’s concept) has its good reason and explanation
in the fact that: “The essential nature of these theorems*2%'27 did not become

125Only in the rectangular Cartesian coordinates, when the shifters are the Kronecker delta,
the formula (4.65) reduces to the one in (4.62).

126The formulae of Green, Stokes, and Gauss—Ostrogradski.

1270¢ course, an invariant reformulation of Stokes’ theorem for the transformation of an
integral over a closed curve into the corresponding surface integral, in the case of nonscalar
integrands and noncartesian coordinates, can be treated similarly.



90 ON AN INVARIANT APPROACH IN SHELL THEORY

clear until they were written in vector or tensor form, which revealed the invariant,
and, hence, geometric character of these formulae.” [33, p. 288]. Therefore, the
geometrical rigour of the proposed approach is achieved.

Finally, we sincerely hope that this subsection represents a modest contribution
to the statement of S. Golab, which still seems to stand true [33, p. 288]: “These
theorems'2® are still waiting for a suitable monograph to be written presenting all
aspects ... of theorems in a way which is both up-to-date and of a satisfactory
standard as regards mathematical rigour.”.

Another derivation in curvilinear coordinates of Cauchy’s first law of motion.
At the risk of appearing facetious —namely, we have in mind the numerous deriva-
tions easily found elsewhere—we intend to propose another approach in the deriva-
tion in the coordinate form of the well known Cauchy’s first law of motion in an
arbitrary curvilinear coordinate system.

We shall proceed similarly as in [15, pp. 40-42], but without supposing that
rectangular Cartesian coordinates are in question. Let us start from the balance of

linear momentum 22
/tds—l—/pfdv: /padv (4.67)
S v v

([15, (21)] or [41, (14.2)1]); here t is the Cauchy stress vector, p is the mass density
in the current configuration, f is the body force and a is the acceleration vector;
s is a closed surface, and v is the corresponding enclosed volume in the deformed
body. When referred to the tangent basis vectors g; in the current configuration,
the stress vector can be written in the form [3, (2.4.11)]

t = O’ij n; i, (468)

where 0%/ are the components (in curvilinear coordinates) of the Cauchy stress
tensor and n is the outward unit normal to s. By (4.68), the balance of the linear
momentum (4.67) takes the form

/aijnjgids+/pfigidv:/paigidv.

S v v

Following the above mentioned Ericksen’s concept of integration of tensor and vec-
tor fields in curvilinear coordinates in Euclidean space, we shift the integrands to
a fixed point

/U“njgi’gfdw/pfig{gldu:/paig{gzdv
S v v

and, using the constancy of the fixed base vectors g; as well as the known formula
ds; = mjds for the surface element, we obtain the balance of momentum in the

128vye leave aside the question of the fundamentality of the balance of momentum. i.e., its
generalizability, for example, to curved spaces, and rest in Euclidean space.
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component form'??

/0“ n;j g ds; +/pfigi’ dv = /paigf dv, (4.69)

S v v

or equivalently, using the form (4.65) of the divergence theorem to convert the
surface integral into a volume integral,

/(O'l]] +pfi—pa)gl dv=o. (4.70)

v

If (4.70) is to be valid for arbitrary volumes, the integrand must vanish
(0" +pf' —pa’)gl =0.
However, since this must hold for any arbitrarily selected fixed point, i.e., for arbi-
trary shifting operators, we finally obtain
ol +pfi—pa =0,

and this is plainly Cauchy’s first law of motion expressed in curvilinear coordinates.

The proposed derivation in the coordinate form of Cauchy’s first law, obvi-
ously enabled by the formula (4.65), differs from the existing ones. Namely, an
arbitrary constant parallel field of unit vectors is usually used to derive this law in
curvilinear coordinates ([10, pp. 178-179] or [13,§116])—composition with this vec-
tor makes possible the application of the classical divergence theorem in the form
(4.61). However, due to the formula (4.65), introduction of such an auxiliary field
becomes unnecessary. Of course, this dilemma disappears when the modern direct
notation'3? is used. Nevertheless, bearing in mind the facilities of the classical
component notation in some applications (where the integration of the type (4.65)
is needed, for example in the finite element area), we have included this subsection
to show, on the example of Cauchy’s first law, that the derivation in the coordinate
form of various integral relations in Euclidean space should not be limited to the
Cartesian coordinates (which is usually motivated by the procedural simplicity) or
based on some heuristic approach.

129Cf. with the corresponding expression in Box 2.4 [48, p. 141] for the balance of momentum
in the Cartesian coordinates. This componental representation of the momentum balance in Box
2.4 is not form invariant under general coordinate transformations (cf. with the comment in our
footnote 122), while the one in (4.69), beeing in accordance with Ericksen’s concept of integration
in curvilinear coordinates, obviously is. Therefore, the statement that “it is correct to interpret
this equation [balance of momentum] componentwise in Cartesian coordinates ... but not in a
general coordinate system” [48, p. 134] is surpassed by the proposed approach.

130The derivation of Cauchy’s first law in direct notation can be found, for example, in [41],
where the divergence of a tensor field has been defined in a manner to permit establishing the
divergence theorem for these fields without indices introducing in the corresponding tensor field
kernel [41, pp. 30 and 38].
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