
RECENT ADVANCES IN ANALYTICAL 
DYNAMICS -  CONTROL, STABILITY 

AND DIFFERENTIAL GEOMETRY; 
PROCEEDINGS

Matematicki institut SANU



II



REGENT ADVANCES IN ANALYTICAL 
DYNAMICS -  CONTROL, STABILITY 

AND DIFFERENTIAL GEOMETRY; 
PROCEEDINGS

Editor:
Vladan Dordevic

Matematicki institut SANU



I-hdaean: MaTeManruKH hhcthtyt CAHY, B eorpa^, KHe3a Mux ami a 35
3a U3daeaua: B orojtyd CTaHKOBukt, rjiaBHM ype^HHK
TexHUHKU ypednuK: UparaH BjiarojeBufi
IUmaMna: “Ana^eMCKa inxaMna” , 3eMyH
niTaM naite 3aBpmeHO ,nen;eM6pa 2002.
ISBN 86-80593-32-X

CIP -  KaTajiorH3an;Hja y nydJiHKanyijii 
Hapogpaa dubjinoTeica C p6nje, B eorpa#

929:51 ByjuraiK B.
012 ByjmiHli B.
016:929 B yjm njh B.
531.011:531.3(063)(082)

Recent advances in Analytical dynamics -  
control, stability and differential geometry : 
proceedings /  [editor Vladan Dordevic].
-  Beograd : Matematicki institut SANU, 2002
(Zemun : Akademska stampa). 150 str.; 24cm : graf. prikazi

“Such an one-day Symposium entitled:
Recent advances in Analytical dynamics -  
control, stability and differential geometry, 
was held on April 4, 2001.” —y foreword. -  
Str. 3: Foreword /  Vladan Dordevic. -  
Napomene i bibliografske reference uz tekst. -  
Bibliografija uz vecinu radova.

ISBN 86-80593-32-X 
1. Dordevic, Vladan
а) ByjuMMli BeiBKO (1929- ) -  BHbjiHorpacjmje
б) AHajiHTHUKa MexaroiKa -  3 6 ophhu;h
COBISS-ID 103065100



FO R E W O R D

It has been a long tradition of the Mathematical Institute of Serbian Academy 
of Sciences and Arts to organize occasionally symposia dedicated to some contem­
porary problems of both theoretical and applied mathematics and mechanics. Such 
an one-day Sumposium entitled: Recent advances in the analytical dynamics -  con­
trol, stability and differential geometry, was held on April 4, 2001. Participation 
on the Symposium was on the invitation only, and 11 reviewing and contributing 
papers were presented. Within these Proceedings you will find full texts of the 
papers.

The Symposium served as a convenient opportunity to pay trubute to Pro­
fessor Veljko A. Vujicic, academician of the International Academy of Nonlinear 
Sciences, on the occasion of his 70th anniversary. His curriculum vitae and the 
complete list of his publications is included in the Proceedings. The Symposium 
was also attended by academician Vladimir Matrosov from Russia who, in a con­
cluded speach, emphasized the role Professor Vujicic had played in establishing the 
Yugoslav branch of the Academy of Nonlinear Sciences, and delivered diplomas to 
newly elected members of the Academy from Yugoslavia.

December 12, 2001 Chairman of the Department of Mechanics
academician Vladan Djordjevic





Veljko A.Vujicic





The life and work of Veljko A. Vujicic, 
on occasion of his 70th anniversary

Prof. Veljko VujiCic was bom on March 29, 1929 in Nik§ic. His father was 
Akim and his mother was Ljubica, maiden name VuCinic. He finished elementary 
schooling and graduated from the High School in Niksic. He received his Diploma from 
the Anti-aircraft Military Academy in Zadar, in 1949, and went to Uzice as an Instructor 
in anti-aircraft firing and ordnance. He graduated from the Department of Mechanics at 
the Faculty of Natural Sciences and Mathematics of Belgrade University in 1957. Two 
years later he was the first M. Sc. graduate at the Department and became Assistant.

During the academic year 1959/60 he was an affiliate of the Faculty of 
Mechanics and Mathematics at the University of Moscow where he worked together 
with well-known Professors N. G. Chetaev and V. V. Rumyantsev.

Professor V. VujiCic received his doctoral degree in 1961 from the Faculty of 
Natural Sciences and Mathematics after having defended his thesis entitled Motion and 
stability' of motion o f dynamically variable objects in front of the committee consisting 
of A. Bilimovic, K. Voronjec, T. Andelic and D. Raskovic. The same year he was 
elected an assistant professor at the Faculty of Natural Sciences and Mathematics, in 
1968 he was elected an associate professor and promoted to a full professor in 1974. He 
has taught: Dynamics of Bodies of Variable Mass, Vibration Theory, Analytical 
Mechanics, Statics, Tensor Calculus, Theory of Fields (at the Department in Zrenjanin), 
Theory of Stability and Control o f Mechanical Systems. At the Faculty of Mechanical 
Engineering in Belgrade he has held a post-graduate course in Tensor Calculus, at the 
Faculty of Engineering Sciences in Titograd he has taught Statics, Resistance of 
Materials and Technical Dynamics while at the Faculty of Mining and Metallurgy in 
Kosovska Mitrovica he has held a course in Mechanics II. He was in charge for scientific 
seminars on Stability of Motion, Control of Mechanical Systems and Analytical 
Mechanics. Professor V. Vujicic was the adviser of 8 Doctoral and 18 Master theses. He 
has written two university textbooks (Statics and Vibration Theory) and translated two 
textbooks from Russian.

Since his first scientific research work, published in 1960 in the USSR 
Academy of Science magazine Applied Mathematics and Mechanics, Professor Veljko 
VujiCic has been reporting the results of his research works at international, foreign and 
national scientific meetings. More than 150 bibliographic units have been published in 
international and national journals. His four monographs stand out in particular as 
original contributions to science: Covariant Dynamics (Belgrade, 1981), Dynamics of 
Rheonomic Systems (Belgrade, 1990), Some Problems o f Mechanics of Nonautonomous



Systems (with A. A. Martinyuk; Belgrade-Kiev, 1991) and Preprinciples of Mechanics 
(Belgrade, 1998).

International reference journals have published over 120 reviews of his research 
works and there are more than 150 citations of his results in different journals, 
monographs, university textbooks and PhD theses. His monographs have been presented 
in detail in certain foreign scientific journals.

In the extremely wide scope of Prof. Vujicic’s scientific interest — from 
dynamics of bodies of variable mass, analytical mechanics, vibration theory, stability of 
motion and control of mechanical systems to tensor calculus and differential geometry 
— his most important scientific achievements are the following mutually interlaced 
fields: pioneer work in the geometrization of mechanics of objects, the weight of which 
is a function of time; advancement of analytical mechanics through original 
contributions published in already mentioned monographs; introduction of a general 
criterion on motion stability in the vibration theory and the theory of motion stability 
and, finally, introduction of preprinciples of mechanics, which imposes a new logical 
sistematization of mechanics and significant changes in conceiving the principles of 
mechanics.

If one word were needed to characterize creative enthusiasm of Prof. V. Vujicic 
it would be courage — courage to stand for atitudes different from the postulates of the 
standard analytical mechanics: in the early 1970s he claimed that the standard integral 
calculus destroys the tensor nature of geometric and dynamic objects (this is overcome 
by introducing a notion of absolute or covariant integral); in 1980s he modified, or, more 
precisely, he rearranged the analytical mechanics of rheonomic systems; finally, in this 
Department, not once were we the witnesses of his daring spirit subjecting even the 
generality of the law of mutual attraction of bodies to the test. If one notion were needed 
to describe the scientific aspiration of Prof. V. Vujicic, then, there is no doubt about it, 
this would be invariance — the invariant developping of the whole theory of mechanics, 
about which the respected Professor is going to talk at today’s Symposium.

Prof. Veljko Vujidic was a founder and, for more than 20 years, the Editor-in- 
Chief of Theoretical and Applied MECHANICS, a scientific journal being issued by the 
Yugoslav Society of Mechanics and included so far in five international registers. Prof. 
V. Vujicic is a member of Editorial Boards of four national and one foreign scientific 
journal as well as of one international serial of scientific monographs.

In organizing scientific research work, Prof. Veljko Vujicic took part as 
Chairman of Department of Mechanics, Director of Division of Mathematics, Mechanics 
and Astronomy, Dean of the Faculty of Natural Sciences and Mathematics, then as 
Director of Division of Mechanics at the SASA (Serbian Academy of Sciences and Arts) 
Institute of Mathematics, Vice Director and Acting Director of the Institute. Professor V. 
Vujidic was the initiator and the president of the first Committee for mathematics and 
mechanics of the Republic Association for Science (RAS) of Serbia, President of the 
RAS Chamber of natural and engineering sciences, and researcher in charge for the 
macroproject in mechanics at the Republic level. He was also President of the Steering 
Committee and the first President of the Serbian Society of Mechanics, as well as 
President of Administrative Committee of the Yugoslav Society of Mechanics.

Professor Veljko Vujicic is an honourary member of the Yugoslav Society of 
Mechanics. He is a member of several scientific foreign and international associations



(GAMM, Tensor Society, AMS). He is also a correspondent member of the American 
Academy of Mechanics (since 1994), a member of the International Academy of 
Nonlinear Sciences with the main office in Moscow (since 1996) and a correspondent 
member of the European Academy of Sciences and Arts with the main office in Paris 
(since 1998)-

For his fruitful and tireless scientific work, Professor Veljko Vujicic has been 
given two decorations of honour (the Order of Work with Golden Wreath and the Order 
of Work with Red Flag) and two medals of the City of Belgrade.

Finally, let me, the undersigned — who owes respected Professor Veljko 
Vujicic profound gratitude for his devoted, unassuming and generous initiation into 
scientific work almost three decades ago — wish dear Professor many happy returns, 
good health and many more years of fruitfull work.

Zoran Draskovic





B IB L IO G R A P H Y  OF V E L JK O  A. V U JIC IC

The following abbreviations are used:

PkK Mex. -  Pec{)epaTHBHL>ra jKypHan M EXAHHKA, MoCKBa 
Zbl. Math. -  Zentralblat fur Mathematik und ihre Grenzgebiete, Berlin.
Math. Rev. -  Mathematical Reviews. American Mathematical Society, Providence, 
Rhode Island USA.

1960

1. HeKomopue unmezpajiu ypaanenuu deuDtcenusr dunaMunecKU Aiensnou^eucsr 
moHKU (Some integrals of the equations of motion of a particle of variable 
mass), IIpiiKJiari;HaH MaTeMaTHKa n MexaHraa, T. 24, Bun. 4. pp. 732- 
733, AkaneMKH nayn CCCP (1960), MocKBa.
P)K Mex. 5 A78 (1961).

2. Identification of dynamical trajectories of a particle of variable mass as au­
toparallels (in Serbian, English summary), Recueil des travaux de l’Academie 
serbe des Sciences LXIX, Institut Mathematique, N. 8, pp. 151-156 (1960). 
P7K Mex., 7 A78 (1961); Zbl. Math., Band 134 (1967).

3. The motion of a particle of variable mass in conformal space (in Serbian, Rus­
sian summary), Bull. Soc. Math, Phys. Serbie, Vol. XII, pp. 77-82 (1960). 
Math. Rev., Vol. 33 (1967); Zbl. Math., Band 135 (1967).

1961

4. Some integrals of the equations of motion of a dynamically variable point, PMM 
-  Journal of Applied Mathematics and Mechanics (Translation of the Soviet

By courtesy of the journal “Teorijska i primenjena mehanika’



Journal IIM M ), Vol. 24, N. 4, pp. 1094-1097, Publ, American Soc. Mech. 
Eng. with Pergamon Inst. (1961).

1962

5. Some integrals of the equations of motion of variable mass objects (in Serbian, 
Russian summary), Tehnika -  Opxti deo XVII, N. 4, pp. 81-85 (1962).
PJK Mex., 11 A (1962).

6. M OTION AND ST A B IL IT Y  OF M OTION OF D YNAM ICALLY VARIABLE  
OBJECTS (in Serbian: K RETAN JE DINAM IQKI PROMENLJIVIH OBJE- 
KATA I  NJEGOVA STABILNOST), Doctoral Thesis, Publ. University of 
Belgrade, p. 73 (1962) (Predato 1960; odbranjeno 28.04.1961. pred komisijom 
u sastavu A. Bilimovic, K. Voronjec, T. Andjelic i D. Raskovic).

7. La correlation du principe de Pfaff-Bilimovich avec les autres principes de 
mecanique, Publ. Inst. Math., Nouvelle serie, T. 1(15), pp. 15-23 (1962), 
Beograd.
Math. Rev., Vol. 32 (1966); Zbl. Math., Band 112 (1965); PPK Mex., 8 A 
(1963); P>K M an , 10 B (1974).

8. Substance and matter -  discontinue in continuous (in Serbian: Tvar i materija 
-  prekidnost u neprekidnom), “Filozofiia” . Jugoslovenski casopis za filozofiiu. 
N. 1 (1962), Beograd.

9. TYPICAL PROBLEM S OF THEORETICAL MECHANICS AND M ETH­
ODS OF SOLUTIONS (translation from Russian -  Kabalsky et al. -  into 
Serbian), p. 450, Zavod za izdavanje udzbenika SR Srbije (1962), Beograd.

1963

10. ANALYTICAL MECHANICS by F. R. Gantmacher (translation from Russian 
in to Serbian), p. 215, Zavod za izdavanje udfibenika SR Srbije (1963), Beograd.

1964

11. Cesr3i npunyuna nfaff-EuAU M oeuua c dpyzuMU npuuyunaMU MexanuKU, 
“MexaHHKa”-  36ophhk nepeBO,noB HHOCTpaimix CTambeii, Etea. “M np” , 
2. 84 (1964), Momma.
PFK Mex., 8 A (1964).

12. On the rotation of a body of variable mass (in Serbian, French summary), Mat. 
Vesnik, 1(16), 2, pp. 119-126 (1964).
PFK Mex., 11 A (1965); Zbl. Math., Band 141 (1968).

13. Une maniere d ’obtenir les equations du mouvement a partir du principe de 
Gauss on coordonnees generalises, Mat. Vesnik, 1(17), 3, pp. 215-220 (1964). 
PPK Mex., 11 A (1965).

14. Une formulation variationnelle du principe de Hertz dans Tespace de configu­
ration, Mat. Vesnik, 1(16), 4, pp. 329-330 (1964).



15. Sur certaines questions de la mecanique analytique des systemes non holonom- 
es, C. R. Academie des Sciences, Paris, T. 259, pp. 709-711, groupe 2 (1964). 
Math. Rev., Vol. 29, 4242 (1965); Zbl. Math., Band 131 (1967); P>K 
Mex., 7 A (1965).

1965

16. Sur les oscillations des corps elastique -  lineaires dans un milieu resistant, 
Mat. Vesnik, 2(17), 3 (1965).

1966

17. Sur les proprietes tensorielles du “tenseur d ’inertie” (in Serbian, French sum­
mary), Mat. Vesnik, 3(18), 1, pp. 11-15 (1966).
P>K M ar., 9 A480 (1967); Zbl. Math., Band 148 (1968).

18. De traitment geometrique du mouvement d ’un systeme ”a masse variable”, le 
long des lignes geodesiques, Mat. Vesnik, 3(18), 1, pp. 48-52 (1966).
P aK M a r ,  3 B (1969); Zbl. Math., Band 215, Heft 2 (1971).

19. THEORY OF OSCILLATIONS (in Serbian: TEORIJA OSCILACIJA), p. 
435, edit. University of Belgrade, Press: “Savremena administracija” (1966), 
Beograd.

1967

20. On the covariant differential equations of motions of dynamical systems with 
variable mass, Tensor, Vol. 18, N. 2, pp. 181-183 (1967), Fujisawa.
P7K Mex., 1 A52 (1968); Zbl. Math., Band 154 (1968).

21. Sur la stability de I’etat d ’equilibre du systeme de points dynamiques d ’une 
masse variable, Mat. Vesnik, 4(19), 3, pp. 207-210 (1967).
P /K  Mex., 9. A85 (1968); Math. Rev., Vol. 37, 1119 (1969); Zbl. Math., 
Band 158 (1969).

1968

22. Kpumepuu 0 6  ycmounueocmu cocmosmujr paenoeecvjr cucmeMU dunaMune- 
ckux  moneK (The criterion for stability of equilibrium of systems of particles), 
Publ. Inst. Math., T. 8(22), pp. 69-72 (1968).
PBK M at., 3 B185 (1969); Zbl. Math., Band 159 (1969); Math. Rev., Vol. 40, 
2258 (1970).

23. K eonpocy o dunaMunecKOu ycmouuueocmu ynpyzux men (On the problem of 
dynamical stability of elastic bodies), M ai. BecHHK 5(20), 3, pp. 275-278 
(1968).
P iK  Mex., 4 B300 (1969); Math. Rev., Vol. 39, 1161 (1970).

24. General conditions of stability of the state of equilibrium of the dynamic sistem 
of a variable mass, Tensor, N. S., Vol. 19, pp. 314-316 (1968).



Math. Rev., Vol. 38, 2982 (1969); PLK Mex., 6 A118 (1969); Zbl. Math., 
Band 182, Heft 1 (1970).

25. Uber die stabilitat der stationaren Bevegungen, ZAMM - Zeitschrift fair Ange- 
wandte Mathematik und Mechanik, GAMM -  Tagung, Akademie-Verlag, Ber­
lin, Band 48, pp. 291-293 (1968).
PkK M an, 10 B223 (1969); P>K Mex., 9 A100 (1969); Math. Rev.,
Vol. 41, 7225 (1971); Zbl. Math., Band 179 (1970).

1969

26. KoopduHamnoe n-Mepnoe npocmancmeo MempuuecKuu meu3op Komopozo sre- 
ho 3 aeucum om epeuenu (An n-dimensional coordinate space whose metric 
tensor depends on time), Publ. Inst. Math., T. 9(23), pp. 65-68 (1969).
Math. Rev., Vol. 40, 3766 (1970); P>K M ai., 4 A693 (1970).

27. 06ui,ee cciedcmeue np^Mozo Memoda Jlsmynoea 06 ycmouuueocmu ( The gen­
eral corollary of the direct Lyapunov’s method of stability), Publ. Inst. Math., 
T. 9(23), pp. 139-142 (1969).
Math. Rev., Vol. 40, 2259 (1970); Zbl. Math., Band 187, Heft 1 (1970);
PHK M an , 3 B257 (1970).

28. STATIKA, p. 210., edit. Univerzitet u Beogradu, Press: Zavod za izdavanje 
udfibenika SR Srbije (1969), Beograd.

1970

29. Conditions de non-existence de trajectoires de phase fermees d ’un systeme de 
points materiels, Publ. Inst. Math., T. 10(24), pp. 79-86 (1970).
PkK Mex., 5 A117 (1971); Math. Rev., Vol. 43, N. 2, 2884 (1972); Zbl.
Math., Band 267, 7, 35005 (1974).

30. Sur la theorie de l ’integration des equations differentielles du mouvement d ’un 
systeme dynamique (in Serbian, French summary), Mat. AVsnik, N. S., 7(22), 
3, pp. 389-393 (1970).
Math. Rev., Vol. 42, 5484 (1972); Zbl. Math., Band 215, Heft 1 (1971);
P>K M an , 5 B324 (1971); P1K Mex., 4 A149 (1971).

31. A6cosnomHbu unmezpaji mensopa ( The absolute integral of a tensor), Publ. 
Math. Inst.' N. S., T. 10(24), pp. 199-202 (1970).
Math. Rev., Vol. 43, 5437 (1972); Zbl. Math., Band 221, 53017 (1972).

32. Un critere de stabilite des solutions d ’equations differentielles du mouvement 
d’un systeme mecanique, Congres International des Mathematiciens, 242 (1970), 
Nica.

1971

33. 06  odnou eo3MootCHOcmu npedcmaeAe-HVjr Koeapuanmnux u Koumpaeapuaum- 
Hbix Koopdunam eetcmopa cuopocmu (A new covariant and contravariant co­
ordinate form of velocity), Mat. Vesnik 8(23), 4, pp. 387-389 (1971).
P>K Mam, 7 A604 (1972).



34. 06w,ee ymeepotcdenue 06 ycmouuueocmu deuotcemur u cocmosmux paenoee- 
cun MexaHuuecKux cucmeM ( The general theorem of stability of motion and 
equilibrium of mechanical systems), Publ.Inst. Math., T. 11(25), pp. 33-41
(1971) .
Math. Rev., Vol. 46, 4818 (1973); Zbl. Math., 70011 (1972).

35. Covariant equations of disturbed motion of mechanical systems, Tensor, N. S., 
Vol. 22, pp. 41-47 (1971), Fujisawa.
PFK M an, 9 A629 (1971); Math. Rev., Vol. 44, 2390 (1972); Zbl. Math., 
Band 227, 70018 (1972).

36. A 6cojiK>mHue unmezpajiu duftfiepeHyuaMHux ypaenenuu zeodesuuecKou ( The 
absolute integrals of differential equations of a geodesic), Publ. Inst. Math., T. 
12(26), pp. 143-148 (1971).
Math. Rev., Vol. 46, 6204 (1973); Zbl. Math., Band 227 (1972).

1972

37. Incompleteness and dependence system of axioms in statics (in Serbian, Russian 
summary), Tehnika, XXVII, N. 2, pp. 212-214 (1972).

38. A contribution to tensor calculus, Tensor, N. S., Vol. 25, pp. 375-382 (1972), 
Fujisawa.
Math. Rev., Vol. 48, N. 5, 9575 (1974); Zbl. Math., Band 53009 
(1974): PJK M an, 1 A629 (1974).

39. Some first integrals of differential equations of motion of a mechanical system, 
Publ. Inst. Math., T. 14(28), pp. 157-162 (1972).
Math. Rev., Vol. 52, N. 3, 7250 (1976); Zbl. Math., Band 266, 70008 
(1974);
PhK Mam, 12 B353 (1973); P /K  Mex., 2 A129 (1974).

40. O realnosti prvog postulata dinamike, “Dijalektika” , casopis za opste probleme 
matematickih, prirodnih i tehnickih nauka, VII, 1, Univerzitet u Beogradu
(1972) .

1973

41. HeKomopue o6 m,ue unmezpaAu HexiUHeuHux MexanunecKuz cucmeM deuoice- 
hust (Certain general integrals of nonlinear mechanical systems) (in Russian, 
Polish and English summaries), Nonlinear vibration problems, Polish Academy 
of Sciences, T. 14, pp. 369-377 (1973).
P>K Mex., 3 A105, A106 (1973); Zbl. Math., 70019.

1974

42. Koeapuanmnue unmeepanu odnou ducunamuenou cucmeMu (Covariant inte­
grals of certain dissipative dynamical systems), Publ. Inst. Math., T. 17(31), 
pp. 183-189 (1974).
Math. Rev.^9745.



43. General finite equations of geodesics, Tensor, N. S., Vol. 28, pp. 259-262 
(1974), Fujisawa.
Math. Rev., 11066; Zbl. Math., 53020.

44. Koeapuanmnue unmezpaAu e MexanuKe, IIMM -  npHKJia/iHaji MaTeMaTroca 
h MexaHHKa, T. 40, Bum. 2, AH CCCP, pp. 346-351 (1976), MocKBa.

45. A quarter of a century of the Mathematical institute in Beograd, Uvodnik Bul­
letin Scientifique, Section A, Conseil des Academies des Sciences et des Arts 
de la RSF de Yougoslavie, T. 17, N. 3-4 (1974).

46. Prilog opstoj mehanici, Tehnika -  Opsti deo, XIX, N. 8 (1974), Beograd.

1975

47. Covariant integrals in mechanics, PMM -  Journal of App. Mech. 40, pp. 320- 
326 (1976), (Translation of the Soviet Journal npra-cJiagHaji MaTeMaTinca h 
MexaHHKa), Publ. Pergamon -  press, Oxford, Toronto.

48. Covariant equations of the geodesics on certain surfaces (in Serbian, Russian 
summary), Mat. Vesnik 12(27), pp. 399-409 (1975).
Mat. Rev. Vol., 53, N. 2, 3909 (1997); Zbl. Math., Band 344, 53005 (1977).

1976

49. Dinamicko svojstvo materije, Srpska akademija nauka i umetnosti, Naucni 
skupovi, Odeljenje drustvenih nauka, 3 (1976).

50. Masa i materija, Izd. preduzece “Rad” (1976), Beograd.

1977

51. Analytical criterion for stability of motion of rheonomic systems (in Serbian, 
English summary), Glas CCCI de l’Academie serbe des Sciences, Classe des 
sci. math, et nat., N. 41, pp. 83-91 (1977).

52. THEORY OF OSCILLATIONS (in Serbian), second revized edition, p. 462, 
edit. University of Belgrade, Press “Nauqna knjiga” (1977), Beograd.

1978

53. On the stability of the control motion of mechanical systems (in Serbian), Proc. 
of Conference of Motion, Soc. Mech. Serbe (1978).

54. O KeasujiuHeuHbiM KOAe6amurM MexanuuecKou cucmeMbi (On quasi-linear os­
cillations of mechanical systems) (English summary), Teo. prim, meh.,
N. 4, pp. 165-170 (1978).
Zbl. Math., Band 426 (1980); Math. Rev., e: 70031 (1980); PBK Mex.,
4 A136.

55. Klasicna mehanika i upravljanje kretanjem (Classical mechanics and control of 
motion) (in Serbian, Russian summary), XIV Jugoslovenski kongres racionalne 
i primenjene mehanike, K-5 (1978), Portoroz.



1979

56. Covariant differentiation of a scalar over a vector (in Serbian), Mat. Vesnik 
3(16)(31), pp. 357-360 (1979).
Math. Rev., 82e: 53031 (1982).

57. Optimalno upravljanje kretanjem holonomnog sistema, Glas Srpske akademije 
nauka i umetnosti (1979).

58. IJpuAOOtceHue k duftpepenpuajiiHUM fopMaM Ihpafnpa-EuAUMoeuua (A con­
tribution to Pfaff-Bilimovich differential forms), Teo. prim. meh. N. 5,
pp. 174-179 (1979).
Math. Rev., g: 49031 (1981).

1980

59. 06  unmeepane onepcuu cucmeM cmecHennux HecmapuonapHUMu c8jt3jtmu 
(On the energy conservation theorem of a system with rheonomic constraints), 
Teo. prim, meh., N. 6, pp. 133-143 (1980).
Math. Rev., a: 70014 (1983).

60. Transformation of position vector coordinates (in Serbian, English summary), 
Tehnika -  Opxti deo, XXXV, N. 6, pp. 6-16 (1980).

61. K pemenwo cucmeMu KeasuAUHeuHux duffepenyudAbHux ypaenenuu (On the 
solution of systems of quasilinear differential equations), Mat. Vesnik 4(17) (32), 
pp. 439-442 (1980).
Math. Rev., d: 34036 (1984).

1981

62. Optimal control of motion of a holonomic system, Bulletin de 1’ Academie serbe 
des Sciences, LXXVI, N. 11, pp. 1-10 (1981).

63. The energy integrals of a rheonomic system (in Serbian), Glas CCCXXIV de 
l’Academie serbe des Sciences, Classe de sci. math. et. nat., 47 (1981).
PrK Max., 3 B836 (1983).

64. CO VARIANT DYNAM ICS  (in Serbian: KO VARIJANTNA DINAMIKA), (Eng­
lish summary), Mat. Inst. Serbian Acad. Sci., Editions speciales, 14, p. 136 
(1981), Beograd.
Zbl. Math., Band 466, 70017 (1982); PkK Mex., 4 A30.

1982

65. On the stability of the system with generalized potential, Teo. prim, meh.,
N. 8, pp. 139-141 (1982).
PkK Mex., 5 A38 (1983); Zbl. Math., Band 430, 70006; Math. Rev., d:
70030 (1984).

66. The problem of stability of motion (in Serbian), Modern problems of general 
stability and the stability of continuum, Proc. Soc. Mech. Serbe (1982).



67. Laws of natural sciences (in Serbian: Zakoni u prirodnim naukama), “Dijalek- 
tika” , casopis za opste probleme matematickih, prirodnih i tehnickih nauka, 
XVI, N. 1-4, Univerzitet u Beogradu (1972).

1983

68. DIDACTIC M ATERIAL FOR PHYSICISTS, Part -  MECHANICS, Zav. za 
udzb. i nast. sred. (1983), Beograd.

69. Analysis of amplitudes of resonant oscillations, Tehnika -  Opxti deo, XXXVIII
(1983) .
PkK Mex., 12 A151 (1983).

70. On the minima of the moment impuls, Recueil des travaux de l’Inst. Math., 
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ON ASYMPTOTICALLY STABLE 
NON-OSCILLATORY DYNAMIC SYSTEMS

Ranislav Bulatovic

Faculty of Mechanical Engineering, University’ of Montenegro, Yugoslavia

Abstract. A condition under which the symmetric damped linear multi- 
degree-of-freedom system does not oscillate is stated in terms of the 
coefficients of system matrices without solving the spectrum of the entire 
system. This criterion is then generalized to a class of asymmetric 
systems. A simple two-degree of freedom example which illustrates a 
comparison with the exact result is given.

Introduction and earlier results

Systems of interest here are linear viscously damped systems described by the 
differential equation

Mq + Bq + Cq — 0 O
where q is the n-dimensional position vector and M, B and C are the inertia, damping and 
stiffness matrices, assumed to be constant, real symmetric and positive definite (> 0). As 
M>0, one can utilize the positive definite square root in a familiar way to transform the 
equation to the form

x +Dx +Kjt = 0 (2)
where x = M m q , D = M~u2BM~'12 , K = M~m CM ~U1. When a solution to equation
(2) is assumed to have the form x - U  exp (A t), the following algebraic problem arises

(A2/+AD + K)U =0 (3)
where U is an eigenvector of dimension n and 9  is its eigenvalue. There are 2n 
eigenvalues which are governed by the characteristic equation

det(A2/ + XD+ K) = 0 (4)
It is well known that all roots of this equation have negative real parts, and hence the 
system (2) is asymptotically stable.

The problem considered here is now defined: Under which conditions every solution 
x(t) of the differential equation (2) will be a non-oscillating function of time, i. e., 
when all associated eigenvalues of the system will be negative real numbers.



A necessary and sufficient condition, based on a well-known algebraic method, has 
recently been reported in [3]. Nevertheless, this criterion is somewhat cumbersome to use 
if the number of degrees of freedom is large, since it requires the knowledge of the 
coefficients in the characteristic equation and the inspection of the minors of a 2n x 2n 
matrix. From a practical point of view, therefore it is of interest to find conditions - 
.expressed by the properties of the system matrices - for nonoscillation of the system. 
Such conditions may yield design constraints in terms of the physical parameters of the 
system. ■

This problem is well-known solved for a single-degree-of-freedom system described 
by the scalar equation x  + dx + kx = 0, where d and k are positive. Necessary and 
sufficient condition for such system to be non-oscillatory (overdamped or critically 
damped) is d > 2 k ] n . Criterion analogous to this can be given in the case of multi- 
degree-of-freedom systems, when damping is classical, i.e., if D commutes with K then 
the system (2) does not oscillate if and only if D2 - 4 K > 0 . For a general case of 
damping the sufficient conditions for non-oscillation are as follows:

(A) [xTD xJ -  AxTxxTKx > 0 for all nonzero real n-vectors x  [6];

*(B) dm > 2 ,  where dm and k M aie the minimal and maximal 
eigenvalues of the matrix D and K, respectively [1];

(C ) D - Z j k ^ l > 0 , [ 2 ] ;

(D) D 2 — 2(K + k MI) > 0 , [4];

(E) D 2 - 3 K  -  k~] K 2 > 0 , [3],
The inequality (A) is the classical definition of overdamped systems first used by 

Duffin [6]. This condition is not easy to verify numerically. More recently, Barkwell and 
Lancaster [1] have suggested a criterion, which is equivalent to (A), but it requires the 
determination of a parameter by trial and error. Conditions (B) and (C ) are equivalent. 
This fact can be readily verified reducing the matrix D to diagonal form by means of an 
orthogonal transformation. From K < k S1I ,'we have

D2 - 2 { K  + k MI) > ( D - 2 ^ ~ I ) ( D  + 2 j k ^ I )  .
Thus, the condition (D) is weaker than (C), since whenever the later is satisfied, (D) is 
automatically satisfied. Note that neither condition (E) nor condition (D) implies the 
other one (see [3]).

An additional sufficient condition for non-oscillation was proposed in [7]:
(F) D - 2 K m  > 0. '

This criterion has been accepted and used by many authors (see [2]). However, condition 
(F) does not guarantee real eigenvalues, as the example in [1] illustrated.



A new sufficient condition for non-oscillation

Theorem 1 . The system described by equation (2), with D = D T > 0 and 
K = K T > 0 , does not oscillate if

D1 - K - k MI - D { K  + k MI)~xKD> 0, (5)
where k M is the largest eigenvalue of the matrix K.

Proof. According to [4], we consider the following 2n-dimensional conservative 
gyroscopic system

0 | £>Y f

.2 /
The eigenvalue problem associated with (6) is

I + I —- - r
K _ : 0 Y y  
o ! k ) \ z

( 6)

( s2I - K  j sD }r r i  _-f-°l
, - s D  ! s1I - K /U J U J

(7)

Suppose that the system (6) is stable. Then, all eigenvalues of (7) are purely imaginary. If 
we substitute s = ico , i = V—T , in (7), we obtain

-(co2I + K)Y + icoDZ = 0 (8)
and

-  icoDY -  (CO21 + K)Z = 0 (9)
From (8),

Z = -  — D~'(cq2I + K)Y,
CD

and substitution of this expression into (9) leads
(co-I + coD + K)D~\cozI - coD + K)Y = 0

( 10)

(ID
Let s-ico,co <0, be an eigenvale of (7) with eigenvector (YT, Z T)T . From equations
(3) and (11), we deduce that A = cu is eigenvalue of (3) with eigenvector 
X = D ~ \ co2I -CoD+K)Y .  Consequently, the system (2) does not oscillate if the 
system (6) is stable.

According to [5], we introduce auxiliary function of the form
V(y,z,y,z)  = V1(y,z) + Vl (z,-y)  .' . (12)

with
(D2 -  K - k MI)^ + 2^TDKrj + r)7(K2 + k MK)ri (13) 

Here, £ and 77 are n-dimensional real vectors and k M is the maximal eigenvalue of 
matrix K . The time derivative of V , along every solution of equation (2), becomes 
V = 0. On the other hand, V, (£,77) , as well as the function (12), are positive definite if 
and only if the condition (5) holds. Thus, under (5), according to Liapunov’s stability 
theorem, the system (6) is stable and, consequently, the system (2) does not oscillate.

There is another way of establishing this result. Indeed, the roots of (4) and 
eigenvalues of the state matrix



— D \ -  K
A = | ------1------

/  ! 0
are the same. The matrix A is asymmetric, but it can be expressed as the product of two 
symmetric matrices, i.e.,

A — Aj A2,

where A, = A, =
f D2 - K -

KD
k ML L DK

! K ~ + k u K,
and

r z R .!  _ t f ^ j d ? _  i_r j?  !  f _ t  A 2_ ^
v - ^ Z )2 + ^ 2 +ytMAi ! -A-Z5A: /

Furthemore, it can be shown that A] > 0 under the condition (5). Then, matrix A is 
symmetrizable and, consequently, all eigenvalues of A are real. From this and the fact 
that the system is asymptotically stable we obtain the result stated in Theorem 1.

Illustrative example

Consider the two-degree of freedom system shown in Fig. 1, where c; and /3; stand 
for the spring constants and coefficients of viscous damping, respectively, and qx and 
q7 are the displacements from equilibrium positions of masses m1 and m2 . For 
simplicity, we take q  = c2 = c , = fli = = (3 and mx = nb = in . The equations of
motion for this system can be written in the form (2) with

D = d
( 1 ( 2

and K —
1° 2J l - l  1 )

where

d - P

The condition for non-oscillation derived here is next applied to this system and the 
result is compared with the exact solution.

P2
---------C---------

Pi

m1 _j w \a  m2

P3

Fig. 1. The system of example



An elementary calculation shows that ^ m = 2 .618 . Condition (5) takes the form 

f0.603d2 -4.618 0.333J2 + 1 1 n
9 9 > 0 ’[ 0.333i2 + l  3.078^2 -  3.618 J

which yields d > 2.958. Consequently, if the parameter d is now chosen to satisfy this 
inequality then the system will not oscillate when perturbed from equilibrium.

According to [3] (Proposition 1), system of this example does not oscillate if and only
if

f  4 *1 2̂
•h s2 *3
s2 s3 r4

, s3 4̂ 5̂ s6,
where

sx = - M -  s2 =5d2 -6 \  s3 = 3 d { 4 - 3 d 2)\ s4 = l i d 4 -  24d2 + 14; 

s5 = d(-33d4 +5Od2 -45); r6 = 65d6 -  108J4 + 1 \ 4d2 -  36.
A necessary and sufficient condition for a matrix to be positive semidefmite is for each 
of its principal minors to be nonnegative. Applying this condition to H yields 
d  > 2.952 . Thus, for this example the criterion (5) gives a good result.

Generalization to a class of asymmetric systems

In this section it is shown that Theorem 1 can be generalized for a class of asymmetric 
systems (i.e,, the symmetry restrictions are not met by mass, damping and stiffness 
matrices) commonly known as the symmetrizable systems.

Assuming that the mass matrix M  is nonsingular, equation of motion can be written
as

Iq + Dq + Kq = 0, (14)

where D = M ^ ]B and K = M ~ ]C are both real asymmetric matrices. The 
symmetrizable systems are defined by Inman [8] as systems that have symmetrizable 
matrices D and K,  i.e., such that factorizations D = S)S2 and K = S tS3 are 
permissible, where Sj is symmetric and positive definite, while S2 and S3 need only be

symmetric. Additionaly, it is supposed that D and K have positive eigenvalues. Then, 
S2 and S3 are both positive definite matrices and the system described by (14) is 
asymptotically stable [8], and hence all roots of corresponding characteristic equation 
have negative real parts.

Using the transformation q = 5i/2y , equation (14) is reduced to

y + Dy + Ky -  0 (15)



where D = DT = Sl'~S2S{n and K — K T = 511/21S,31S'11/2 , Since D and K are both
symmetric and positive definite, Theorem 1 can be applied to equation (15). This implies 
that if

D1 — K — k MI  — D(K + k MI)~] k b  > 0, (16)

then the system does not oscillate. Here k M represents the largest eigenvalue of the 

matrix K . From the factorizations of D and K  , we have
S2 = S [ lD,  (17)

and
S3 = S \ K .  (18)

Substituting (17) and (18) into the expressions
/ n 1/2 n r> 1/2 \ 2 n l /2  p  o 1/2 r j  o 1/2 n n 1/2 / r l / 2  n o 1/2 , J r \ - l  n l /2  n n o r* 1/2
W i  ^ 2 ^ 1  ' ~  ^ l  ^ 3*̂ 1 ~  ^  M 1 ~  ^1 ^2*^1 W l  ^ S ^ l  “r  i  J 0 3 0 2 0 2 ^ 1

and

results in 

and

k  = s^ -S iS l '2 ,

S k n (D2 -  K - k MI - D ( K  + k Mi y 1 KD)S\‘2

k = s; V2ks\12 .

(19)

(20)

from (19) and (20) we see that kM is equal to the largest eigenvalue of the matrix 

K = M~]C , and that (16) is equivalent to condition that eigenvalues of the asymmetric 
matrix D2 -  K -  k MI — D(K + k MI)~l KD are real and positive, since similarity 
transformation preserves eigenvalues. Thus, the following result is derived.

Theorem 2. The symmetrizable system described by equation (14), where 
D = M ~ XB and K - M ^ C  have positive eigenvalues, does not oscillate if the 
eigenvalues of the matrix

(M~]B)2 -  M ^ C - k Ml  -  M~]B(C + k MM y ' C M ~ lB (21)
are real and positive.
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Abstract: This paper presents the discrete continuum method on examples of 
homogeneous discrete systems' with limited number of degrees of motion 
freedom dynamics. These systems are in the form of homogeneous chains and 
nets in space and plain. Material points of these nets and chains are tied by elastic, 
standard hereditary or creep elements. By introducing the trigonometric method 
for studying properties and equations of dynamics of discrete homogeneous 
continuums we set up the discrete continuum method for the study of dynamics of 
chain systems with hereditary or creeping connections. These systems' dynamics 
is described by a system of integro-differential equations of differential equations 
with fractional derivatives. A light standard creep element is defined by a 
constitutive relation of stress-strain state, for the creation of which fractional 
order derivatives were used.

Keywords: Discrete continuum, discrete hereditary system, discrete 
homogeneous chain, discrete homogeneous material net, elastic element, standard 
hereditary element, standard creep element, integro-differential relation, 
fractional derivatives order, Jules-Lissajous figure, trigonometric method, small 
vibrations.

I. Introduction

The fast development of science of material (see Ref. [2], [19], [21], [23], [24], 
[25]) and experimental mechanics, of methods of numerical analysis, led to the creation 
of different models of real material bodies and methods for studying dynamics and 
processes which happen in them during the transduction of disturbance through 
deformable bodies. In the process of creating a real body model certain simplifications 
and approximations are done. There also exist different approaches to creating real body 
models (see Ref. [26], [27]). One such approach is represented by a model of discrete 
system of material points which are connected by certain ties, and the number of which

mailto:katica@masfak.masfak.ni.ac.yu


is then increased to create a continuum, the motion and deformable wave propagation of 
which was then described by using partial differential equations. And then, due to the 
impossibility of solving them analytical, the approximation method was used for the 
purpose. Methods of discretization of systems of partial differential equations and 
methods of physical discretization of continuum were used. Computers were used for 
obtaining numerical solutions. In this paper, we made a combination of known 
trigonometric method and discrete continuum model to obtain the new discrete 
continuum method for determining solutions of motion of systems of material points of 
homogeneous discrete continuum in analytical form.

In an attempt to make a selection of authors who gave significant 
copntrributions to the knowledge on deformable body dynamics we came to a conclusion 
that it would require an entire review paper, which is not the goal of this paper so we 
shall restrict ourselves to citing authors on whose papers we directly rely.

In this paper we shall use three basic models of discrete continuum with light 
constraint elements between material particles. We shall define discrete continuum as a 
system of material particles which are interconnected by light standard constraint 
elements which have the ability to resist axial deformation under static and dynamic 
conditions.

Basic elements of discrete continuums are:
1* Material particles with mass miJk, with each particle having three degrees of motion 
freedom, defined by following coordinates xiJk, ym and zm , when i,j,k  changes by 
kinds i = l,2,3,4,....,Afi , coulomns j  = 1,2,3,4,....,/Vr and orders k = 1,2,3,4....,N..
2* Light standard constraint element of negligible mass in the form of axially stressed 
rod without bending, and which has the ability to resist deformation under static and 
dynamic conditions; Constitutive relation between restitution force P and elongation

where D and J  are differential integral operators (see Ref. [6], [3], [5], [10], [11], [14], 
[15], [17], [20], [2]) which find their justification in experimental verifications of 
material behavior, while ii,c,c,/i,c2 .... are material constants, which are also determined
experimentally.

For every single light standard constrain element of negligible mass, we shall 
define a specific law of dynamics. This means that we will define dynamics constitutive 
relation as determinants of forces and/or change of forces with distances and changes of 
distances in time, with accuracy up to constants which depend on the accuracy of their 
determination through experiment.

The accuracy of those constants laws and with them the equations of forces and 
elongations will depend not only on knowing the nature of object, but also on our having 
the knowledge necessary for dealing with very complex stress-strain relations (see Ref. 
[18], [13], [1]). In this paper we shall use three such light standard constraint elements, 
and they will be:

2. Discrete Continuums Models and Elements

y  or X can be written down in the form f psr\P,P,y,y,'D,J,n,c,c,lJ.,ca,T,U



1 * Light standard ideally elastic constraint element for which the stress-strain 
relation for the restitution force as the function of element axial elongation is given by a 
linear relation of the form

P =  ~ c y , (1)
where c is a rigidity coefficient or an elasticity coefficient (see Ref. [7], [8]). In natural, 

non-stressed force and deformation of such elemnt are equal to zero.

2* Light standard hereditary constraint element (see Ref. [5], [6], [21], [24], 
[16]) for which the stress-strain relation for the restitution force as the function of 
element elongation is given by a relation:
2. a* in differential form:

D P = Cy or nP(t)+ P(t) = ncy(t)+ cy(t) (2)
where, the following differential operators are introduced:

D = / i  —  + 1 a n d  c  = /  i c  —  +  c .  ( 3 )
dt dt

and 7i is a relaxation time and c, c are rigidity coefficints -  momentary and prolonged 
one.

where

2. b* in integral form

y ( r ) - j i ?  { t - T )y f )d r

( \ c -c  -H'-r)R (f-t) =----- e n
nc

2. c* in integral form 

y(r)=-

is relaxation kernel (or resolvente).

P{t)+ Jk (r - t)p (t)4t

(4)

(5)

( 6 )

where
nc

is kernel of rheology (or retardation). (7)

3* Light standard creep constraint element (see ref. [1], [2], [3], [16], [27]) 
for which the stress-strain relation for the restitution force as the function of element 
elongation is given by fractional order derivatives (see Ref. [4]) in the form

4 0  =  o 4 0 +  caD [ 4 0 ] }  ( 8 )

where d “[°] is operator of the a'1' derivative with respect to time t in the following 
form:

UlfJI = 4 ! ^ l  = xW(r) = . 1 A T
-dr (9)

dta " v' r ( l - a )  d t '  ( t - r f
where c,ca are rigidity coefficients- momentary and prolonged one, and a  a rational

number between 0 and 1, 0 < OC < 1.
In this paper we shall define discrete continuum as a system of material 

particles interconnected by light standard constrain elements (elastic, hereditary or 
creep) and which are, in natural state, on defined interdistances (when constraint



elements are unstressed). Discrete continuum is ideally elastic if it's material particles 
are interconnected by light standard ideally elastic constraint elements. Discrete 
continuum is a standard hereditary’ continuum if it's material particles are interconnected 
by light standard hereditary elements. Discrete continuum is a standard creep continuum 
if its material particles are interconnected by light standard creep elements.

We shall define discrete chain system as a system of discrete material particles 
which can move along a line and are interconnected by standard constraint elements. The 
chain is ideally elastic if material particles are interconnected by ideally elastic elements. 
The chain is standard hereditary if material particles are interconnected by standard 
hereditary elements. The chain is standard creep if material particles are interconnected 
by standard creep elements. The number of degrees of freedom of each of these chains is 
equal to the number of particles in it, since we hypothesize that each material particle 
moves in the direction of the chain.

If all material particles of the discrete continuum move in the same plane they 
have two degrees of motion freedom and are interconnected by light standard constraint 
elements, as it is shown in the picture 1., or 2. such material system we shall call the 
plane material net. The net can be elastic, standard hereditary or standard hereditary 
plane material net depending on the type of constraint elements that interconnects its 
material particles. It is a plane discrete material surface through which we can follow 
the propagation of deformation waves, which can be elastic, hereditary or creep in two 
orthogonal directions.

If each material particle of discrete continuum has three degrees of motion 
freedom, and if they are interconnected by light standard elements into a space discrete 
material net (as it is shown in Figure 3.) than we call it the space material discrete net of 
spatial discrete continuum.

Further we introduce the hypotheses about the homogenity of discrete continual 
chain or discrete continual material net, about small deformations of light standard 
constraint elements, and that displacements of material particles are small.

Also we introduce the hypothesis that the homogeneous discrete continuum, 
chain or net, was in natural, non-stressed state, before the initial moment of motion 
observation i.e. that light standard constraint elements do not have a prehistory nor 
memory of stress-strain state. With these hypotheses we shall direct our research to the 
dynamics of chain-like and net-like homogeneous systems.

3. Homogeneous Elastic, Linear and Plane Discrete Continuum

In reference [22], on page 157, differential and frequency equations are derived 
for small oscillations of homogeneous and non-homogeneous systems', while the idea of 
trigonometric method for solving and describing the dynamics of homogeneous chain­
like systems which are constrained on both ends, free on both ends or free on one end 
and constrained on the other is presented on pages 163 through 167 with appropriate 
solutions and expressions for dynamic coefficients of amplification. By using the 
trigonometric method we study small oscillations of homogeneous plane discrete net 
(see Figure 1.) of the elastic continuum with finite degrees of motion freedom. Figure 5.



shows a model of decomposition of a discrete net-like system around a material particle

Figure 1. Model of elastic plane discrete continuum -  Plane material elastic net.

Differential equtions of mass particles of the ortogonal elastic material net (see 
Figure 5.) are:

m i ,j .k X i.] .k  = ~ X (i -1 .0 .M +  X (i.i+1 \ j , k  

” h .l.k 'y ’i j . k  =  + Y i . ( j . j +\).k

m i .) .k Z i .] .k  =  ~ Z / .y , ( * -u )  +  Z ,•,;.(*.*+!)



m m .

w m m m m

W i t

x ' , u i e { l , N x ) i = 1,2,3,4...... N x

y i j * c (i.M),j-k j e ( l , N y) j  = 1,2,3,4,...., N y
Zi,j,k Ci.{j:.j+l).k

—►
>  i cu .(*m » k e ( \ , N z ) k  = l,2,3,4,....,iV

Figure 2. Model of elastic space discrete continuum -  Space material elastic net.

By using the corresponding restitution forces into ideally elastic constraint elements (1) 
in the form:

^ - ( m +1 \ j . k  ~ ~ C(U + l).j.k{x (i+]),j,k X i ,j .k

= ~ci,(j.i+\\k iyixj-nik~ yij.k
Z/J.fr.t+t) =  ~ Ci,J,(k,l!+\)(.Zi,jXk+i) ~  Zi.J.k



previous differential equtions (10) of mass particles of the ortogonal elastic material net 
can be rewritten in the following form:

~ x ^ \ j . k  +  2 x iJJc ~ x ( M lM  = 0

~  y’i.jj: ~ j/.o-m + 2y-<,ut ~ Ao+iu = *-* ^

z i,jjc  ~  z i.j,(k-l) +  ~  Z/,;,(t+i) =  o
C

Figure 3. Model of hereditary plane discrete continuum -  Plane material hereditary net



Now, we assume that the solutions of these differential equations (12) can be 
taken in the following form:

A.m =  A . m COS (dig J j.1 1"

=  A m COS (coj-'g

ZCM =  C ,m c o s ( a > i j

(13)

By introducing following charakteristic numbers:

, «  = -  *OjJt
M U m\CO, M) .

* i,j, 0

m\co,V J (14)
c c ' c

and prvious assumed solutions (13), into (12), these system differential equations is 
transformed into following system homogeneous algbraic equations:

-  Aw).m + (2 ~ u o%  K .m “  A w ~  0

+ (2 _ ui'6jc )Am — A(/+i)jt = 0-  B, O-i U (15)

■ A'j .m )+ (2 -  U U ijjc  -  c i.j.(k+\) -  °
Now, we assume that the solutions of these homogeneous algebraic equations 

(15) can be taken in the following form (see Ref. [22] - the idea of trigonometric method 
for solving and describing the dynamics of homogeneous chain-like systems which are 
constrained on both ends, free on both ends or free on one end and constrained on the 
other is presented on pages 163 through 167 with appropriate solutions and expressions 
for dynamic coefficients of amplification):

16) r  - r  cin i- v f lA,M- = No.jjc sin ‘Vo.l . A m = AAm  sin > Q.m = kj.o sin 0
By introducing previous assumed solutions into system (15) we obtain the 

following:
4*jis) = 2 (] -  cos <Po'ra ■’) . «,(̂ (r) = 2(l -  cos G$ } r)) , u f f i  = 2(l -  cos rtU )

where:
A* For the dynamics of homogeneous chain-like systems which are free on 

both ends we obtain the following:
«WW = (P = £ £
Y o .jjc  V s e b\(r) = n _ rK

i.O.k r N
y ( * ) =y = Z £ -  r,-j.° Yp N  ̂ .

(16)

( 1 7 )

(18)

B* For the dynamics of homogeneous chain-like systems which are free on one 
end and constrained on the other, we obtain the following:

<Ps
(2s - \)k er = ( 2 r - l > r

Yp IN
{ip + \)k

( 1 9 )2Nx+\ ' ' 2Ny + 1

C* Fo the dynamics of homogeneous chain-like systems which are constrained 
on both ends, we obtain the following:

S K  „  r K  p K
(p,=- e = - Y,Nx+\ Ny + 1 N. + 1

In the previous expressions there are: 5 = 1,2,3,..., Nx ; r = 1,2,3,..., N ; p = 1,2,3,..., Nz

( 2 0 )



'■ i.j.k

i , i + l ) , j , k  ’  i , i + l ) , j , k  ’ ̂ { i A + \ ) , j , k  

n i , { j , j + l ) , k  > C i , ( j , j + I ) , k  > C i , ( j , j + l ) , k

Figure 4. Model of space hereditary discrete continuum -  Space hereditary material net.



Corresponding, chracteristic numbers - eigen values of the small free 
oscilations, depending on boundary chain conditions of the ends, are:

SK (2^-lV , (X) . . , sn= 4sin2

,tv) _ 4 sin

2 N x 

2 rn
2 (^ + l)  ’

= 4 sin2 ; « ^ = 4 s in 2

2(^+ 1)
r n

2Nv ' 2 (^ + 1 )’ U(,) 2(NV +l)

2 ^  • u(;) = 4sin2- ^ — u(f) = 4sin2 -
2Af; ' " 2(jVz + 1) ’ 2 (A h + l)’

Natural circular frequencies of the small free oscilations, depending on 
boundary chain conditions of the ends, are:

(21)



< i j) -  ®SW -  2,1 Cm sin ^  ; <  -  2 ^  Sin ^  + ̂ ; 0)^ = 2 I— sin S7T

i (n x + 1)

®,-'<ur) =®fv) = 2../— s in - ^ -  ; co
m IN,

® , ' ^ ' = 2
C  . p 7 T  ( ,)sm —— ; tou' 
m 2AC ■ '‘ 2& inW ^ r y  “ ■>

Corresponding amplitudes of the small free oscillations, depending on boundary 
chain conditions of the ends, are:

A<% = N<% sin —  ; A;W = s i n ; A^% = N &  sin / 57r ;
°'M 2Atx ,,M °'M 2(Atr + l) '-JJr °'M 2(jV,+l)

rW  n ( 0  - m W d W -  j / H
2Ny

s i n ^  ; 5 ^  = s i n ^
m p  (24)

CW =40)„ s m ^ ;  C ,^ = L ^ 0sinfc- f e i ^ ; c M = IW sin_ ^ ^ ;
'■M '■J’° 2N. 1 1 2(N. +l) j 2 2(lV_+l)

By following the idea of trigonometric method from reference [22] the law of 
small free oscillations of material particles in space material elastic net, depending on 
boundary chain conditions of the ends, can be written in the following form:

xLj,k = X  AX cos[fflsWf + «<*>]= X ^ o X sin- ^ - cosk (tlf + «1W];
J=1

s=Nx

J=1
s=Nr

x i,j,k = £^j!tCos[a),wr + a Jw]= X No.Usin ^  ^ C0Sk M* + k r)]i (25)
J=1

s=N

s=1 

s=Nx

*>.1* = X  Aja cos[fi>,wr + a,w]= X'A'oja
IS K cosb n a

2 (^  + 1)

y , . j*  = X A (X C0Sk - v)' + k v)]= X ^ , X sin^ ^ cosk lv)' + « r(v)];

j=l
r=Nx

y,.j* = X 5, k c0Sk (v)f + k r)]= X ^ X sin ^  cosk ( > (26)
r=1 

r=/V,

= X5.‘j i cosb t ,i+ a t l]= X  -hi i p i,:b - ' '’ !«
r=1 

p=N.

zu ,k = X c k c° s [k )f + k :)]= X k j k i n ^ c o s k A  + a ^ ] ;
/ 7=1

/>=N.
P=1

(/>) + (X^ 1 =;.j.t = X  Ci j \  cosl“ p
P=1

p=N.

5 *  ” ^ r p c o s [ » W ,  « ;■ ’]; (27)
p=l

p=/V
*,-.M = X c k  coskA + a<:)]= X4u.o sin ^ ^ cos[ffl t̂ + a f ] ; 

where N^j^, M/,oX4 j!o>a iJr̂ a rV̂ a ^ are arbitrary integral constants, depending on initial
conditions.



We can see that by introducing the hypothesis about small oscillations the space 
material discrete net can be presented by a system of orthogonal homogeneous discrete 
chain-like continuums. Motion of each material particle of the discrete continuum is than 
the resulting motion of three space orthogonal multifrequancy oscillations. Each of these 
oscillations is a result of collinear superposition of asynchronous collinear oscillations in 
the general case. In order to create a graphical presentation of the resulting motion of 
each of material particles it is sufficient to make an analysis of motion of a single 
material particle in the plane, which lies at the intersection of two orthogonal chains and 
to introduce the hypothesis that initial conditions of each of these chains are such that all 
material particles in the chain oscillate with a single frequency.

For example, if both chains intersecting in mi]t, are constrained on both ends
than the amplification of amplitude of the observed material particle is given in the 
following form:

nMCOnt-pya-
Ay/i* _ sin i(p s

sin¥h

sn
t o + i ) .

sn
ntvXO _
A.0-1U ~

}W\.M

(W,+l)

sin j 6 r 

sin 0 r

sin j
rn

Wv+l)
sin rn

K + iJ

(28)

The resulting motion of the material particle m jjk in the plane material net is the 
result of superposition of two orthogonal asynchronous oscillations. Based on that we 
can write:

sn
M I 1 C/----------r  b ill j - i -----------1

(r) = A^Jj.------- !n~~  C0S + a ^ ) ’ )'!:!( = Bn t -------- N'k cos(<Brw r + a*v)) >
sin t------- i

K + 0

(29)

(A  + i)
as well as the following:

J r )  =  R (r) sin j e rDi.\X -Q — a M + a(v)
Vs

sin — _(•)2 xiJ jta r c  cos-----------
s in

2̂ 1 simp, (30)

+ Bw
sin(9r

■ arc cos-
s in ^  (0 suw ^

2 2 sin <p,

The resulting path of the motion of the material particle miJk in the plane
material net we can write in the following form: 

-\2
Q

v(l)X/.M
B,

V) sin j 6 r 
,i.k : r 

s m d r

-2
B

(r) sin j 6 r 

sinS,

+ cos'

—aJj) + a(v)
. Vs

sin — „(»)2 -Fj.t----- — a r c  cos------- :—:----
sin ~~2 simp,

. e rsin — A s)
’ . Gr sin —

? Xi.i.k = sin2 2 a W+ctM
• Vs A s) sin / Vs

sm _ K  .t .2 simp,
• Vs sm —

L 2 J



Previous equation is equation of the different forms of Jules-Lissajous figures, presented 
in Figure 6, 7, 8 and 9 for different initial and boundary conditions of the motion of the 
material particle miJk in the plane material net (Figures from Ref. [22]).

Figure 6. Examples of constructions of Jules-Lissajous figures (Figures from Ref. [22]).

4. H om ogeneous Standard H ereditary, L inear and Plane D iscrete Continuum

By using constitutive relation (2) for corresponding differential relations of 
stress-strain state of standard hereditary constraint elements in homogeneous standard 
hereditary discrete continuum (see Figure 4.) we can write the following relations:

n (i,i+ l\j.k  +  ^ l j .M ) , j . k  =  n ( ij+ \ \jJ :C(U+l),j.k iX ( M \ j j :  ~  X i,j ,k  ) +  c {lj+ l).J* {X (i± l\j.k  ~ X i,jX  )

+ Yi.U.j+ilk = (ji.U+1).* ~ yi.i-k)+c;.(;.y+i)r G’i.Cz+it* — -T\m ) (32)

n i.] .( k .k + \)^ i , j .( k ,k + l)  "*■ Z ; , j . ( i - , i + l )  =  n i,] ,(kJ :+\)c i , j , ( k M l ) ( j i , j , ( k + l )  ~  f . j j ;  ) " [ '  Ci,],(k  k + t ) i Z i.j .(k+ \)  —  - i . j k  )

We will further restrict ourselves to exploring only homogeneous space 
hereditary nets, an example of which is shown in Figure 4. These nets constitute of 
material particles of equal mass m  and which are interconnected by standard hereditary 
elements of equal relaxation times n and rigidity coefficients c,c , both prolonged and 
temporary ones. Stress-strain states of these standard hereditary elements can be 
expressed by the following constitutive relations:

D  -^ (/j+ i),;.*  = c  (A’(i+iI jjc ~ x i . j j c )

D = G’/.O+i).* — ) (33)
D jt+i) = C _

in which differential operators have been introduced D =n —  + 1 i C =nc—- + c .
dt dt



Figure 7. Graphical presentations of Jules-Lissajous figures for different initial and 
boundary conditions of the motion of the material particle miJk in the plane material net

(Figures from Ref. [22]).



Taking into account rheological relations towards the prior constitutive 
relations (33) for standard hereditary elements in direction of rows, columns and ranks, 
and applying the differential operator D on initial equations of motion (10) we obtain 
the system of differential equations for small movements in the direction of main 
coordinates of a homogeneous space discrete material hereditary net. When constitutuive 
relations are taken into account the folowing system of derived differential equations is 
obtained:

= -cfo.y.t x(;-i),;a)+C (x(i+i),M xi,pt)
II I O jt _ )+ c U.o+iU “ X.m ) (34)

= - c (zfj.t -  Z , 1)}+ c (z;.;.(i+i) _ Z/.jjt)

mDx.M

mD)h.jjc 
'wDZija
Now, we assume that the solutions of these differential equations (34) can be

taken in the following form:
iM , A0 .j.kT

x ij,k = A j , ke
Let untroduce following notations for binoms:

= Bij.ke z i j,k  Ci j k e
Af.j,0T

D A = nX +1 and C x =  n c X  + c

(35)

(36)
with corresponding markings with the coresponding lambda numbers A: A^jj,,

3-;'cu , A«0. Lets introduce the following notation

aW = m D 48 ‘( 4 U = mD4:’ mD
jl.v ; 

. A i.Oc ^  c
Previous characteristic expressions are in the form of:

iM
C

mA2D2 mA2(/i0A + l)
C 2 (n0cA +  c )

(37)

(37*)

By introducing previous characteristic expressions (37), and previous assumed 
solutions (35) into system of derived differential equations (34), system differential 
equations is transformed into following system homogeneous algebraic equations:

' + (2 +  u o j . k  K j . k  ~  A.+i).j.k =  0

‘ B i.( j- i) ,k  + (2 + u i'o,k h i . j . k  -  B i,U +i).k =  0

' C i.j .( k - \)  + (2 + u i j , o  Y , j ,  ~  C i.j,{k+i) =  0

(38)

Now, we assume that the solutions of these homogeneous algebraic equations 
(38) can be taken in the following form (see Ref. [22] and previous Chapter):

A.m = N o.j,k sin i<pkl ’ Bu* = sin Je&  > Q.m = k j.osin *T#0 (39)
By introduce previous assumed solutions (39) into systems (38) we obtain the following:

« S ir) = - 2 ( l - c o s 0 S f r)), = -2(l -  cos y j j ’o’'1) (40)
A* For the dynamics of homogeneous chain-like system which are free on both

= -2(1 -  cos

ends we obtain the following:
M M  S 7 t  „ f y ) ( r ) „  _  r K M\W P* . (A 1 \



B* For the dynamics of homogeneous chain-like system which are free on one 
end and constrained on the other, we obtain the following:

(is - \)rt n ( l r - i y  .. (2p + l}t
Or -  Jp ~(Ps 2 N + \

(42)
2NX +1 ' 2Ny +l

C* For the dynamics of homogeneous chain-like system which are constrained 
on both ends, we obtain the following:

<Ps'
sn

0r =-
rn

YP
PK (43)

Nx + \ ' ' N y+1' p N, +1

In the previous expressions there are: 5 = 1,2,3,.,.,NX; r - 1,2,3,..., N y; p = 1,2,3,...,N z .
Corresponding characteristic eigen-expressions-relations (40) of the small free 

mass particle motions-oscillations, depending on boundary chain conditions on the ends, 
are:

(x) , . 2 sn?<; =-4sin -= -4 sin2 sn u(s) _ —4sin2 (2j-l)/r
2NS 2 (^ + 1 )’

up’ = -4sin2 rn u[0 = -4 sin2 (2r-l> r
2Ny ’ 2 (^+ 1  j

u® =-4sin2 pn =-4sin2\ 2 p - i y
2 Nz ’ 2{N.+\)

u[r) =-4sin

2(W,+1)’
rn

2 ( N
(44)

ul;l = -4sin2 pn
2(N, +l) ’

By using the previous characteristic relations, we can form sets of characteristic 
polynoms-equations of dynamical hereditary processes in material net, in the following
form:

mD' = o ,
- 5

= 0 , (45)

1cVUo = 0.

and by introducing into (45) characteristic expressions in the form
m ? i"D  ml2(n0X +1)~ we can write:

C (/?0cA + c)

mAjD + 2C (cos (ps - 1) = 0 , 5 = 1,2,3,....,
or in the following form:

/ snmn0\ 3s + mX] + 2{n0cXs + c /co 5
n + 1

1 = 0 , s = 1,2,3,....,/? ,

(45*)

(45**)

of which roots are \  r = 1,2,3; s = 1,2,3,...,/? , an there are 3n for each of the chain 
orthogonal directions.

Corresponding amplitudes of own small motion for forms corresponding to 
characteristic numbers and depending on boundary conditions, are:

A'm = Nn's sin0 JJc 1
ISK
2~N ~

= K h  sin ^  ; A&  = < ),. sin
2 (Nx + 1) 2(NX +1)



sin jr7t
2N„ ’

=M imfir) sin

CW =LW sin ^ L ;,./.0 2yy_ C,( p )  _  r t p )•i’k = 4f/.o sin

; ( 2 r - l V  . 

2 ( ^ . + l )  ’ 

f c ( 2 p - l ) r  , 

2{NZ +1) ’
("(p) _  / ( p) Sln.

iJ'° 2{Nz+ l) '

jr7T
2{Ny +l)

kpn

; (46)

By following the idea of trigonometric method from reference [22], the law of 
small free motion (oscillations) of material particles in space material elastic net, 
depending of boundary chain conditions on the ends, can be written in the following 
type-form:

* = I  = I < ] ,i . l .t J* '
I S T t  jW ,----- e ‘
2Nr

= M V 1’1' = I > ;r<J)i,0Jt sin Z57T A(v),
----- € 1
2NV

(47)

zuJJc
s=1 i=i

W7T A),----- e '
IN .

We can see that by introducing the hypothesis about small motion (or 
oscillations) the space material discrete net can be presented by a system of orthogonal 
homogeneous discrete hereditary chain-like continuums. Motion of each material 
particle of the discrete hereditary continuum is than the resulting motion of three space 
orthogonal motions or multifrequancy oscillations. Each of these motions is a result of 
collinear superposition of collinear mods hereditary motions in the general case. In order 
to create a graphical presentation of the resulting motion of each of material particles it 
is sufficient to make an analysis of motion of a single material particle in the plane, 
which lies at the intersection of two orthogonal hereditary chains and to introduce the 
hypothesis that initial conditions of each of these chains are such that all material 
particles have axial disturbances.

4. Homogeneous Standard Creep of a Fractional Order Derivative,
Linear and Plane Discrete Continuum

By using constitutive relation (8) for corresponding fractional order differential 
relations of stress-strain state of standard creep constraint elements in homogeneous 
standard creep discrete continuum (see Figure 4.) we can write the correspondig 
relations for each of these constraint elements. We will further restrict ourselves to 
exploring only homogeneous space creep material nets, an example of which is shown in 
Figure 4. These nets constitute of material particles of equal mass m and which are 
interconnected by standard creep elements of equal rigidity coefficients c, ca , both 
prolonged and temporary' ones. Stress-strain states of these standard creep elements can 
be expressed by the corresponding constitutive relations, in which fractional order 
differential operator have been introduced as d ] by (9).

Taking into account corresponding creep relations (8) for standard creep 
constraint elements in direction of rows, columns and ranks, with fractional order 
derivative constitutive relation, and applying on initial equations of motion (10), we



obtain the system of differential equations, with fractional order derivative, for small 
movements in the direction of main coordinates of a homogeneous space discrete 
material creep net. When constitutuive relations are taken into account, the folowing 
system of derived differential equations, with fractional order derivative, is obtained:

)J,* iXi.M ~ Xi-\.j.k (0]+ Ca{i-U),j.k D f  iXi.j,k (0

{'0(iV+l),y,Jt [X/+l,y,* (0— Xi,j,k (0]“*~ Ca(i,i+l),j,k̂ > r IWi+l.y,* (0 Xi,j 

yi,j.k + kcO-l.iU k jU  (0~  Xi,j-\,k (r)]+ Cai.U-l,i).kD f  [*/,,.* (f)~ A.y-U (*)]}- 

{'O/.G'.y+iU [x.y/+u (?)— xi,j.k (f)]+ ^.(y.y+i).t D, D̂ /.y+i.t (0 ~ xi,j,k (0]}— ® 

mi,j.k'Zi,j,k + f̂oij{k-l.k)\-Xi,j,k (0 — X,\y,J.-l(0] + Cctf,y ,(*-!,* (0- Xi,jjc-l ( 0 t -

{ ,̂y,(iym)[x;.y,*+i (f)“  x/,ya (0]+ c«,y(t,t+i)D ? k.y.M (f) “  A.yy (r)]}= 0

If we introduce parameters: col — — , a>l = —  , under the hypothesis about the

homogeneous creeping material space net, the previous system of differential equations 
with fractional order derivative, can be written in a simpler form:

x, .j.k + l  [- xMJJ[ (/)+ 2x^k {t)~ xMJ't (t)]+ col [- Wi.y .* (f)+ 2xi.j.k (0 - xM.j.k (0]= 0

y, .j* + ®«D [- y,.y-u(0+ 2yu .k(r)- y,y+u (')]+ ®o lh.ri.y-u (0+2y,;.t (0 - )’/,/«  (*)]= 0 (49)

z',M + Ol̂ D “ [- Z,.M_,(f)+ 2z,.m (f ) -  Z,,M+1 (»)]+ col [- Zf.yjt-1 (0+ 2z,j, (»)" ri.ya.i (0]= 0
or

X,-.M(f)+ [ - *M.yjt(0+ ( 0 - (0]+ ®o [“ Wi.y.* (0+ 2xf.M(r) -  (')] = 0

% ]* (* )+ °> l[ -x - j - u ( f ) + 2 y ^ l u ( f) ] + “ o [-  J’, - j - u ( 0 + 2 . v , ( 0 -  y,.y+1.*(f)]=  0 (4 9 *)

Z/.M(f)+ [- (0+ 2z,(j a (0 - z!m+1 (f)]+ ®0 [- Zi.y.t-1 (0+ 2z,,m (t)-  z,.M+1 (f)]= 0
If we are dealing with subsystems of the same types, but independent, we shall 

study only one of these subsystems:
Xi.j.k ( 0 + [ -  4-lj.k (0+ 2 x\% {t)-xlaJ Jk (f)]+oi02[- xM,M (f)+ 2xjjk (t)-xi+lJwk (f)]= 0 (50)

I* For the case, that a = 0, previous subsystem (50) of differential equations 
with fractional order derivatives, take the following form:

Xi,J,k (0 + (®00 +  ®0 I-  Xi-l.J.k W"*" 2xi,j,k (t)— Xi+l,],k (0 ]  — 9 (51)
Now, we assume that the solution of the previous equations can be taken in the 

following forms:
(52)xi.j.k(t)=A<,j.k cos(cor + p ) 

and by untroduce into system (51), we can obtain the following system of algabraic 
equations:

~Ai-i.j,k + (2 -  ~ A+i,],k = 0 (^5)
where is:



This system (53) of algebraic equations is easy to solve by the use of 
trigonometric method (see Ref. [22]), and for various cases of boundary conditions on 
the end of the chain in rank (or column or row), we obtain the following corresponding 
assumed solutions:

4 . J , k = N o.J.lcs i n i ( P ’ (55)

where is M  ̂= 2 (l-cospJ; for free on both ends - cps =— ; for free on one and
.T

constrained on the other end - <p,=—-----— ; and constrained on bouth ends -
2AC+1

<4 =
S K

N r +1
, 5  = 1,2,3,.. „N, .

Corresponding, eigen values of the small creeping free motions, depending on 
boundary conditions of the ends, are:

« fJ = 4sin* — ; Mjw = 4sin2 %  ; «« = 4sin2 , -- -  ;
2 N x 1 2(^+1) 2(/yr+l)

(56)

Natural circular frequencies of the small free oscilations, depending on 
boundary chain condistions of the ends, are:

©,W = 2^®^
S K

[~2N~ a>? = 2j, „ —r  . (2j - i>tcon + <B™ sm —-------r ;
0 00 2(NX +l)

®j(j> = 2>/®o+®m sin-
S K

i—7----------v ,  ( 5 7 )
2(^+ 1)

Corresponding amplitudes of the small free creep oscilations, depending on 
boundary chain conditions of the ends, are:

4 : ; , = sin isn jW _ m(» sin ilr£_sin-
— / v o j . t  s m  i ^  n o . j . k ; (58)

21V,' 2(7Vr + l ) ’ 2 (^ + 1 ) '
Now, the law of small free creep oscilations of material particles in space 

material creep net, depending on boundary chain conditions of the ends, are:

•V ..;( • ')=  V  T , . i  c o s f a t  + / 3 J ( 5 9 )

or:

xi.j.k (0= X  Â ojjt s>n— cosfoi + P, );

xi.j.t (0 = £  A'ojr- s i n ^ ^ c o s ( n ; sf + j3J (59*)

*/.M W= X  A'*^ sin 2(yv7+ i)COs(ffllf + ^  ^

II* For the case that a  = l previous subsystem (50) of differential equations

or:
, 4 0 + 2 . , » - W ' ) ] = o ,  ( 6 0 )

ci+i,;,t (f )]+  ®o [— -h-i„/ t ( t ) + 2X;

*oVOo11T



By introduce the following:
°y,

previous subsystem takes form:

\ j ± (0+ X,-i,j.t(*)+ 2^.m (0 - (f)]= 0

(61)

(62)

a* Under the assumption that co] —̂ - > 0 ,  the previous system can be solved in 

the same way as in the previous case, with the only difference being that instead of

+ coL we should write col-—  >0. Based on that we write that natural circular

frequencies depending on boundary conditions are the following:

SKCO _ i 2 CO, .2, cun-----sin-
2 AC

U ) „ I 2 co,4 ■ (2 j- lk  cor = 2. col----— sin—---------■
4 2(Nx +l) ’

= 2jcol - — sin (63)
4 2(^+1) ’

Corresponding amplitudes of the small free creep oscilations, depending on 
boundary chain conditions of the ends, are:

^ = < % s i n isn 1 (l) = Nls) t sin = Njf] t sin - >SK
I N /  '1,'M iV°'M ^  2 (^+ 1) ’ ™iJJ' 2(Nx + l ) ' ^

Now, correspondig solutions of the subsystem (62) for the law of small free 
creep oscilations of material particles in space material creep net, depending on 
boundary chain conditions of the ends, are:

2, m (0 = Z A ‘m cosW +/3̂  (65)

or
Nx

* U J * W = X N 0?J* s i n - ^ j - c o s { c o si  +  p s ) ;
5= 1
N,

( 6 6 )\ j x  (0= X  No itsin 2(Af"+iycos^ f+ &)

(0 = X  Sin 2(N7r+l)COŜ st + Ps
Now, the law of small free creep oscilations of material particles in space 

material creep net, depending on boundary chain conditions of the ends, are:

xi.jx( 0 == « 2
r

(0 = « 2
5=1

sin

*7 of , N-
Xw  (0 == e 2 xi.ix (0 = e 2 X < ,5=1

sin

of to} ,

--e 2 'x,,jx e 2 X < > ,5=1
sin

lS7t

X T ’

. i (2s — 1 >r

2 (Nx +l)
cos (cost + / ) ;



(D̂b* Under the assumption that a ] —-^-<0, the previous system (62) can be

rewritten in the following form:

ipc (*)“ (0+ 2xi jk { t)-xi+l Jk(r)]= 0

By uitroduce into previous system equations (68) the following assumed 
solutions:

Xi,JJc =  A ,jjc e

we can take the following system algebraic equations:
(c)+ (2 -« K m (r)~ A+1.M W= 0

where we introduce:
A2

( 68)

(69)

(70)

(71)
o,

We can determine the solution of the previous system (70) of homogeneous 
algebraic equations in the same way as in the previous cases so that we can immediately 
write eigenvalues of the auxiliary system depending on the boundary chain conditions of 
the ends:

A(0 =±aJ ^ — co‘ sin-
2 N,

A« = ±2 2 . (2s-l)rco: sin--------- r ;
2(^+1)

A(;t) = ±2j—l-— col sirL-r-  , ,  (72)
4  u 2(iV.t + l )

Corresponding amplitudes of the small free creep oscilations, depending on 
boundary chain conditions of the ends, are:

isn 1.1 . i ' ( 2 s - l V r  .(,i . isn
4 & = K Jjt  sin- Â =A,^ , sin- ; (73)

2N x ""  2(Nr +1J ............... 2(Nx +\)
Now, correspondig solutions of the subsystem (68) for the law of small free 

creep oscilations of material particles in space material creep net, depending on 
boundary chain conditions of the ends, are:

(74)

or:

*:.lAC)= lL N <Wsin
isn ±4'), _

----- e >2Nr

xu A t)= 'L N i
W • isn ±4>),
0J* Sm2(Nx +l)e

or



AS
2/7, v O.jji ■

I S T t  . A(.),----- e
2 N, (76)

AM*w = 2«
I S K  —

I=i 2/71
Now, the law of small free creep oscilations of material particles in space 

material creep net, depending on boundary chain conditions of the ends, are:

(f ) =  ‘ i-j*(t)-
®f , A't 

s=l

I S K  +*(*),sin----- e ‘ ;
2Nr

{\ ~^r'~ r\ ~X'v’ >r(si • i{2s — \)k ±4'),
x i . j * ( f ) = e  x , . j j t \ f ) = e  L N o. ) *  sm +1) e

j=i 
Mf ,V,

(77)

x; .i^ )= e 2 x-M(f)=e 2 X ^oX
is7 T  ±4-1,

For example, for the special case of the boundary conditions, when 
homogeneous chain-like systems, are free on both ends, we obtain the solution in the 
following form:

xijjXt)= e 2 2 x

“f N,
' X -

sin
I S K  + M ,

2 N,
+ < ,* s in

2AN
-A'"/

sin- isn N £,kC h ^ t  + N " kS h ^ t \
(78)

<=i 2N x
III* For the case that ae(0,l) previous subsystem (50) of differential 

equations with fractional order derivatives, take the following form:
x,.j.k W+ [- 4 -lu  (0+ 2x,(X  (/)- J&k* (/)]+ tu02 [- x._ul! (r)+ 2x;, M(f)- x(+1.M (f)]= 0 . (79)

We solve previous subsystem (79) through the use of Laplace's transformations. 
After conducting Laplace's transformations of the previous systems (79) of differential 
equations with fractional order derivative and having in mind that we introduced 
notations L{r;jJ.(t)j for Laplace's transformations, as well as that it is:

L L dta = P“Lkj.t (O k d f
a -r= p hk/.*(f)} (80)

and also having in mind, that we accepted the hypothesis that the initial conditions of

fractional order derivatives of the system are given through the use of:, (f)
dta

as well that is 

L |  = p2Lkw  (0}- \pxoi.t.k + *o i.j.k ]>dt1

= 0

(81)

where j k and xQi J k initial conditions of system material particles dynamics, we can 
write the following system equations with unknown Laplace's transforms:

p2Lk ^ ( f) } + t e a +^o)(-Lk-u*W}+2Lkj,*(0}-Lk +i^(f)^ = \pxoi,i.k +x0i,j,X (82)



or

A\i.k (0}+ (-l{w  (0}+ 2Lk;.* (0}~ Lk +1.;,< / » = lp%i.j.k+Xoi.j*: 
[ c o l p a + ( o l )(®aV+®o)

By introduce the following notation 

(®>“ +®o)’
previous system (82*) equations with unknown Laplace's transforms, we can write in 
following forms:

. (82*)

(83)

(0}+ (2 + v)h{ciM (f)}- L{c,.+Wt (r)}= --;T
V°a P +CO0 )

Oi,j,k X0i,j,k J

*o

Determinant of the previous system is:
2 + v -1 
-1 2 + v

2 + v -1 
-1 2 + v

By untroducing the following notation:

h r . * * # 1 .K P  + ®oj
for the determinants \ y Jik we can write:

h i p )  -1
0 2 + v

(84)

(85)

( 86)

=

2 + v /((/?) 
-1 0

or

*W ̂(3>y*

2+V

2 + v
-1 2 + v

-1 h ( p )

2 + v 0
-1 0 -1

0 2+v -1
-1  2+v -1

-1 2 + v
-1

2 + v -1 
-1  2 + v

*0 (87)

( 88)

By solving the following equations (84), we obtain particular solutions, the 
linear combination of which can be used for solving the given problems:

" L k u t  ( 0 } +  (2  +  v )L f c y r < /)} -  L ( w  ( 0 } =  ^  °' J'" ^
K / + « o J '

(89)

Let first analyze the solution and characteristic equation of the homogeneous system 
(84):

-L{ri_I, t (/)}+(2 + M)L{x,,t (r)}-L{r,1J,(r)}=0. (90)
Solution of such a system of homogeneous equations (90) from which we 

obtain a series of determinants, can be obtained through the use of the trigonometric



method or by obtaining recurent formulas. Let us make use of the trigonometric method, 
and for that reason we suppose solutions in the following forms:

Lky.r(0}=^.MSini> ’ (91)
and applying into previous system (90) we have: u = 2(cos<p-l) as well as the following 
characteristic equations:

p2 +2(co1-pa +tBp)(l-cos<pJ) = 0, s = 1,2,3,...,n (92)
where <ps depends on the boundary conditions on the ends of the corresponding chains.

Based to the (92) the characteristic determinant of the system can be written in 
the following form:

= li\p 1 + 2(c°1aPa +co2oXl-cos(ps)]*0, (93)
J=1

from which we obtain a series of determinants, when we replace one of the columns with 
a column of free members on the right side of the system (89). Based on that, for given 
initial conditions for one of particle coordinates of material particles in chain, we can 
obtain the following determinants, corresponding to a certain column (and to an 
unknown Laplace's transformation of the coordinate):

= hW U , j , ; ........ (94)
Based on these discoveries we can deduce the following expressions for the 

unknown Laplace's transformations of the desired coordinate of the material particle:
P X 0 i , J . C + X 0 i . J , k  _________ 1_______________

\ xij.k (0}= • (OntP +C°° f [ [ p 2 +^(pj;pa +co2\l-c o s  cpj]

i = 1,2,3,.. .,/?
The previous solution can be written in the following form.

(

(95)

x 0 i , j ,k

1 +  p ‘
co:

1

n 1 + 2% ( 1_ C0S„ j p- + ^
P  1,

i = 1,2,3,...,/?

■ (96)

After developing the binoms into series previous particular solution (96) takes 
the following form:

r l  I 1 r x  I X ° i J -k 1 1 CT (-1 f  c o 2"‘ p m  4^ (- 2)" c o 2a " (l -  cos cp, )" (  w 2 ')a

c o 20
A0i ,j ,k  ^

V P  ^p  h  c o T  p 21'
P  +  2 

CO£
\ E J

i = 1,2,3,.,.,/? (97)
or:

*«.*(')}=-
OJ n

* 0  i.J ,k -s-p 1
- o x - cmi S-n  /i=o=

co:
^  y  (- i t  col* (1 -  cos Pa,< (h-

i=n-(/-[) h=\ P  r=\ r  )

i = 1,2,3,...,/?

nr



And, now, finally the previous particular solutions can be written in the 
following forms:

r . . •) w=°° s=n h=oo "  _ _ l

LFw,r (f)}= x 0 i j j c  X  (- I F  n  ^ ( -2 )A( l-cos9 j  y
(/—l) /i=I r=!//(=!

1 1
p2h-a(m + r)±\ +

+ JC,
"!=■ . , J=" /i=» ' r=h

■oij,k x  (-  i)"1 n  x ( - 2/ ( i - c° s ) x
A=I r=Im=l

 ̂ a A h-r*m - 0
l

C02(m- r '> y uya
p2h-a{m +r)¥2

(99)

* udiiMuim or solution is suitable tor
determining the inverse Laplace's transofrmation, which is, at the same time, one of 
solutions of the observed problem.

When initial conditions for all material particles are different form 0, it is 
necessary to create linear combinations of the obtained particular solution, and that 
should be too difficult. The solution itself is not difficult to determine by finding an 
inverse transformation for a certain Laplace transformation.

The problem of studying the stability of dynamics of discrete continuum with 
creep constraints is a separate problem which requires separate studyina.

5. Concluding Remarks

This paper presented an analytical method for the study of discrete homogeneous 
continuum dynamics that uses the idea of trigonometric method form the reference [22], 
where it is applied to dynamics of homogeneous elastic oscillatory chains. The paper 
showed that such analytical method of discrete continuums is efficient when applied to 
the study of dynamics of discrete homogeneous systems with:

a) ideally elastic constraint elements;
b) standard hereditary rheological constraint elements, which are characterized by 

the existance of a relaxation kernel;
c) ideal creep elements whose stress-strain relation can be expressed by a 

derivative of fractional order.

The paper also has a more general character since it opens space for application on 
discrete composite continuum. Models of such composite continuum can be obtained by 
combining of homogeneous material chains of different material properties (elastic, 
hereditary or creep) into a net. That would be the subject of other studies, both analytical 
and corresponding numerical.

In this paper we focused only on the study of motion of material particles of 
discrete continuum under the conditions of initial disturbances relayed to the continuum, 
but the method is also applicable to the study of dynamics of discrete homogeneous 
continuums under the effect of forced excitations on all or only on some of discrete 
chains. Such model of discrete continuum creates the basis for the creation of a model of 
dynamical advancement of a crack on the atomic level through a discrete continuum by 
breaking of corresponding constraints with elastic, hereditary or creep relations between 
material particles.



The length of this paper also restricted us to exploring only a small number of 
ideas allowed by this method.
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ON THE PLASTIC SPIN CONTROVERSY 
IN POLYCRISTAL PLASTICITY

Milan Micunovic

A b s t r a c t . The paper deals with some geometrical issues essential for con­
stitutive modelling of plastic behaviour of metals. Geometric and kinematic 
aspects of intragranular as well as intergranular plastic deformation of poly­
crystals are discussed. A special emphasis is given to noneuclidean inter­
pretation of inelastic deformation of monocrystals. Constitutive equation for 
elastic strain is covered by the effective field homogenization method inside a 
representative volume element. Evolution equations for plastic stretching and 
plastic spin are shown to be mutually dependent. This is very important for 
reducing number of material scalar functions during experimental calibration 
of evolution equations.

1. Introduction

The principal objective of this work is to present a rational approach to inelas­
ticity of polycrystalline materials in a simplified (yet safely grounded on a correct 
differential geometry of deformation) way which should serve primarily to fit mul- 
tiaxial experimental results on austenitic steels like AISI 316H having face centered 
cubic lattice (cf. [14, 16]). For this sake it is essential to reduce the number of 
material constants to be found from the available experiments. In other words, 
the general desire is to make always evolution equations with minimal number of 
material constants even if these equations originate form ver}r general functionals 
like in [15]. The evolution equations comprise of plastic stretching (often named by 
experimentalists as plastic strain rate tensor) as well as plastic spin. Some authors 
claim that this spin has a triggering role for localization behavior while some others 
like Aifantis and Dafalias [2] require independence of these two evolution equations 
which greatly complicates identification problem. We are going to discuss this issue 
in the sequel.

2. G eom etric prelim inaries

2.1. Som e generalities for polycrystals. As a prerequisite, a correct geo­
metric description of an inelastic deformation process analyzed is necessary. Con­
sider a polycrystalline body in a real configuration (k) with dislocations and an



inhomogeneous temperature field T  (X , t ) (where t stands for time and X  for the 
considered particle of the body) subject to surface tractions. Corresponding to (k) 
there exists, usually, an initial reference configuration (K ) = (fc(fo)) wifi1 (differ­
ently distributed) dislocations at a homogeneous temperature T0 without surface 
tractions. Due to these defects such a configuration is not stress-free but contains 
an equilibrated residual stress (often named as ’’back-stress”). It is generally ac­
cepted that linear mapping function F (.,t)  : (K ) —t (fc) is compatible second rank 
total deformation gradient tensor. Here time t as scalar parameter allows for family 
of deformed configurations (k). In the papers dealing with continuum representa­
tions of dislocation distributions configuration (k) is imagined to be cut into small 
elements denoted by (n), these being subsequently brought to the temperature of 
(K)  free of neighbors. The deformation tensor F p (.,t)  : (n) -a (k) obtained in 
such a way is incompatible and should be called the thermoelastic distortion tensor 
whereas (n)-elements are commonly named as natural state local reference configu­
rations (cf. for instance [8, 12, 4]). Of course, the corresponding plastic distortion 
tensor

(1) F p  (., t) := F p  (., f)-1 F (., t) F p  (., t0), r

is not compatible, whereas F  is found by comparison of material fibres in (K ) and 
(k) while F p  is determined by crystallographic vectors in (n) and (k). Multiply­
ing above formula from the left and right hand side by F p(.,f)  and F p  (.,to)-1 
we reach at Kroner’s decomposition rule which is often wrongly named as Lee’s 
decomposition formula. In fact, the formula is slightly modified in [19] to account 
for the initial value of F p  (.,t). It is worthy of note that curlF  ( .,t)_1 i1 O and 
this incompatibility is commonly connected to an asymmetric second order tensor 
of dislocation density.

Let us imagine that a typical (n)-element (called in the sequel representative 
volume elementund denoted by R V E )  is composed of N  monocrystal grains, such 
that each A-th grain has N s slip systems A qa =  sQp ® n Qp , a 6 {1,7VS}. For 
instance, for FCC crystals N s — 12. Here sQp is the unit slip vector and n ap is the 
unit vector normal to the slip plane. For convenience, let us introduce a third unit 
vector zqa normal to the considered slip plane (cf. [1]) with dyads A*a =  n aA®zQA 
and A^a =  zqa ® sqa useful when either cross-slip or climb of dislocations has to 
be taken into account.

By comparing a R V E  in (n(f)) and (n(fo)) we may write a formula analogous 
to (1) for the microplastic distortion tensor

FIa := LL\p  FEa p ,

whose components are the residual microelastic distortion tensor TIap and mi­
croplastic distortion tensor I I ap. By means of the polar decomposition I I ap = 
R aU ap (with microrotation R aR a =  1) and assumed isoclinicity of A aA in (n(t)) 
and (n(to)) we may finally write

U Ap =  diag(l + AfcA), k £ {1, 2, 3} as well as n Ap = l + ^ 7 aAAoA.



If a R V E  has the volume AU = AUa and the microplastic deformation 
tensors for individual grains are

CnA n Ap U A£n AP = ! + E 7“aA “a U A£ 1 + E  7/9 A a

then their volume average named macroplastic deformation tensor C P := F p F p  
has the following form:

(2) C p  =  (c Ha ) =  ( n J n A) = ^  E  n An AA^A>

Of course, macroelastic strain tensor E p  =  (F ^ F p  — l ) /2  =  (Cp — l) /2  will 
be used in the sequel as well.

Moreover, in the corresponding polar decomposition F p  = R p U p  the macro- 
plastic rotation tensor R p  is arbitrary [22] and might be fixed either to be a unit 
tensor or to have the Mandel’s isoclinicity property (cf. [15] for details). For a def­
inition of isoclinicity we should have to find average crystal directions in RV Eft)  
and RVE (to) and to make them equal. The first choice i.e., R p  =  1 seems more ap­
propriate for polycrystals and we are going to accept it in the following. Therefore, 
the relationship

(3) Fp  = Up  =  C 1/ 2

will greatly simplify macroplastic spin issue.
The above introduced microisoclinicity of grains permits the exact relationship 

for material time rate of microplastic distortion

D U a p  =  E
a

such that relationships for microplastic stretching and microplastic spin tensors 
read:

D h a  =  R a  ( D a p  + D logU Ap) R a , W Ha =  R J w Ap R a  +  W Ap, 
with D lo g U Ap =  diag {DXkA(l + Aa.a )-1 } and folloiving notations

2DAp =  u n Ap n ^  +  u ^ d u I p , 2 W ap  = D n APn ^ P -  u ; ^ d u I p .
The corresponding macroplastic stretching and macroplastic spin tensors follow 

now directly from (3) in the following form:

(4) 2 D p = D U p U p 1 + U p 1DUp, 2 W P = D U p U p 1 -  U p D U p .

It is worthy of note that such a representation considerably reduces number of 
material constants if tensor representation based evolution equations for D p and 
W p  are chosen. Connection of the macroplastic stretching with 2 by means of 
2Dp =  U p D C p U p 1 and is straightforward and is obtained from:

D C n A  =  ( V ^ a O u ^ n A P  +  n APu i £  E ^ a A ^ a +  u lPmJlEnAP
k a '  0

by the averaging D C P =  (DCnA)-



2.2. Intergrain transition of slips and rotations. At the end of this sec­
tion let us consider small microplastic homogeneous deformations d lR  and <5I I a 
(and rotations ARr and ARa ) of two arbitrarily chosen but tightly connected adja­
cent r  and A grains inside a R V E . Requiring continuity across their (presumably 
plane) joint boundary with unit normal n r  a it is possible to derive that the most 
general difference between them must have the form

(5) <5IIr -  d n A =  b r A ® i r a ,

wherein the vector bpA is arbitrary. Since this vector has three arbitrary com­
ponents the above restriction gives six scalar equations. Thus, if IR , I R , M R, 
5Xkr  and d lR  =  6 {RA diag(l +  AfcA) I R p }  are known then the three Euler an­
gles increments constituting dRp as well as three principal residual microelastic 
stretches increments constituting <5diag(l +  A*a ) can be found from the above 
equation. Therefore, we may conclude that for tight plane boundaries among the 
grains inside a R V E  the following relationship

R a = R a ({Afcr} , { IR p } ) , for all F 6 {1, N }.

holds. More generally, knowing all microplastic distortions I I a p , A  £ {1,1V} for 
each grain we have six unknowns, namely, the mentioned three Euler angles as well 
as three principal residual microelastic stretches. Finally, suppose that our R V E  
has originally at t — t0 shape of a cube consisting of N  = n 3 octahedral sub-cubes. 
Then total number of intergrain boundaries inside this R V E  amounts to 3n 2(n — 1) 
and number of all (5)-equations equals to 18n2(n — 1). Since the total number of 
Euler angles and residual microelastic stretches of all the grains constituting the 
considered R V E  is 6 n3 we see that for n > 2 the number of available equations is 
always larger than the number of unknowns.

2.3. A  note on strain m easures and defect distribution. In the recent 
literature there is a vast number of diverse strain and stress measures. Aside 
of generally accepted (Lagrangian and Eulerian) strain tensors, it is possible to 
introduce following Hill [6] generalized strain measures by

( 6 )

\ 2 m  _  1

—------- Ua <g> 2/
2m

where Aa (a £ 1,2,3) are principal extension ratios (along principal directions) and 
i/q are Lagrangian principal direction unit vectors appearing in the right stretch 
tensor U when the polar decomposition F = RU is applied. For m = 1 we get 
Lagrangian strain tensor 2s = FTF — 1 =  U 2 — 1, m  = —1 corresponds to Almansi 
strain tensor 2s = 1 -  F _1F ~T = 1 — U -2 whereas for m — 0 => s — InU  and 
7n = l / 2 = ^ £  = U -  l  Hill’s logarithmic and Biot’s strain tensors are acquired 
respectively.

All these tensors vanish in the absence of stretches i.e., when Ai =  A2 = 
A3 =  1. The similar formulae are available for elastic and plastic tensors as well.



However, only one property will be stressed here. By means of the relations

1
£e

__ \ 2 m
=  £ 2m £p 2m

following from (6) it is possible to show that

^a ~f~ ^-Ea^Pa

since proper directions of total, elastic and plastic deformations do not correspond 
to the same material fibres (curves along same material points).

Let us restrict our attention to monocrystals for the moment. As a measure 
of imperfections of a crystal body with dislocations Burgers vector is used whose 
surface density is in fact dislocation density tensor (cf. eg. [12, 13]). This vector 
is defined in a customary way according to Frank definition. Namely, if a closed 
contour in (/^-configuration is mapped onto the natural state element (n), then as 
a result the contour will not be closed any more. The opening i.e. the closure error 
is in fact the mentioned Burgers vector

cfb^— B  dSji
where dsn is an infinitesimal surface vector in (n)-configuration and B  =£:B is the 
second rank dislocation density tensor formed by means of double inner product of 
Ricci tensor £ with the third rank antisymmetric dislocation density tensor

£  =  F - T(curlFs ) F ^ .

where the curl differential operator is antisymmetrized gradient of the considered 
tensor. In other words, for any vector a such a differential operation reads curia = 
grad a -  (grad a)T. The natural state elements as broken pieces might be collected 
into a continuous global stress-free body only in some non-Euclidean space.

« The torsion tensor of such a space is equal to the above mentioned third 
rank dislocation density tensor (cf. also [12, 21]) if a distant parallelism 
space is chosen as a representative space.

© As another possibility, introducing anholonomic coordinates in each of 
(n)-elements, calculating their anholonomic object and setting the cor­
responding torsion tensor to be equal to zero, we get the corresponding 
Riemann-Christoffel tensor different from zero. Such a situation means 
that compatibility conditions put on the tensor F^F^g are not satisfied.

• The third possibility is to introduce a non-metric connection i.e., to take 
that covariant derivative of metric tensor F ^ F #  in a global space of col­
lected (n)-elements does not vanish.

Details of these three geometric descriptions are given in [11].

3. Evolution and constitutive equations

3.1. H ooke’s law by hom ogenization approach. Let the microelastic 
strain of a A-grain inside a R V E  be denoted by E a.e such that the macroelas­
tic Lagrangian strain E.g =  (F^Ff; — l) /2  is the volume average of them i.e.



E £ =  (Eae )- It must be noted, however, that microelastic strain E ab is different 
and much larger from residual microelastic strain (VJ\E — l)  /2.

If the microelastic strain E Ab is provoked by the corresponding microstress 
E a , then its volume average reads S  =  (E a) where the second Piola-Kirchhoff 
stress tensor S  =  F ^ 1T  F ET is calculated with respect to the local reference (re­
configuration. If Hooke’s law for the A-grain has the form

E a =  £>a : E a e ,

then its volume averaging throughout the R V E  gives the familiar equation of ho­
mogenization approach

( S A ) =  VeS : ( E a b) , i - e .  S  =  P eff : E e .

In [10] the author proposed the approach that for polycrystals the considered 
grain is understood as an inclusion in an infinite matrix composed by all the other 
grains. If instead of an infinite medium we employ this reasoning to the considered 
R V E  then a direct application of the Levin’s expression for the effective elastic 
moduli fourth rank tensor may be written as follows (index M  stands for matrix 
while the notation (»)w means averaging by orientation only):

Veff = VM +  [D\ ( I  -  (AV), [D] ) - 1 (A)u , where VM = (V)u .

Here l abcd = Sac5bd + Sad5bc is the unit fourth rank tensor and

V a =  S aV ^  = ~  /C(x -  x') dV ', with K,abcd =  {daddGac)^ab),
•Iava

A a =  ( I  +  Va [E1])-1 , with [D\ = T>a -  V m -

In the above Sa is the Eshelby’s tensor and G is the Green’s function for the 
considered anisotropic crystal. The above expressions may be used for an analytical 
determination of the effective elastic constants.

3.2. Evolution equation. According to the principle of inelastic memory 
introduced by the author in [15] the second Piola-Kirchhoff stress is given by a 
very general functional accounting for plastic strain as well as plastic strain rate 
history as follows:

S (t) = [e p { t-T ) , DeP {t -  r )] ,

where the plastic strain tensor could be for instance E p  = U p — 1. When this 
functional may be represented by a nonlinear function of plastic strain and plastic 
strain rate the plastic material is of differential type (cf. [15]). Solving such an 
equation in plastic strain rate we would obtain the following evolution equation

( 7 )  D e p  =  D e p  ( S , e p )

in its standard form for isotropic materials. By means of tensor representation 
theory [20, 15] it can be explicitly written as follows (MacAuley bracket ( /)  =  1



if plastic, deformation takes place and ( /)  =  0 inside each elastic range):

(8) DJ J p  = </)[£*! (x) 1 + d2(x)Up + d3( x ) V 2p

+ d4(x) S + d5(x)S2 + d6(x)(SUp + UpS)
+  d7 ( x ) ( S 2U p  +  U p S 2) +  d8 (x ) (  S U 2, +  U p S )] .

On the other hand due to antisymmetry of the plastic spin tensor, its most 
general representation obtained by means of a tensorial function W p =  W p  (S,cp) 
similar to (7) [20, 15] reads:

(9) W p  =  (f)[Wl( x ) ( S U P -  U p S )  + iu2 (x ) ( S 2U p -  U p S 2)

+  ^ 3 ( x ) ( S U p  -  U p S )  +  in4( x ) ( U p S 2 -  S 2U p )

+  u ; 5 ( x ) ( U p S U p  —  U p S U p ) ] ,

where the scalar coefficients in both evolution equations are functions of the set x  = 
{ trS , t r S 2, t r S 3, t rU p , t rU ^ ,  trUf>, t r U P S, trU > S , t rU p S 2, t rU ^ S 2} = 
{Is, 2s, 3s, lp , 2p, 3p, lp 5 ,2(75,3ps,4[/s} of invariants. This issue will be dis­
cussed in more detail in the following subsection. Even if all the scalar coefficients 
di, ...,dg,w i, ...,W5 are constants their determination from experiments is a very 
tedious work due to large number of them. However, if the macroplastic rotation is 
taken to be zero, then from (4,8,9) the coefficients w i , ..., w$ depend on d i , ..., dg as 
well as on the invariants from x  as follows. Suppose, for simplicity, that macroplas­
tic deformation is isohoric i.e. that d e tU p  = 1. Such an assumption is widely 
accepted if damage does not develop significantly during the considered process. 
Then, the Cayley-Hamilton theorem allows

U p 1 =  U 2, -  lp U p  +  i  ( l 2, -  2u) 1.

Inserting this formula into expressions of plastic stretching and plastic spin (4) and 
by making use of (8)-(9) after extensive but simple calculations yields the following 
very important restrictions on constitutive scalar functions for plastic spin tensor:

(10) wi = - I p  di — -  ( lp  — 2u) de + d8,

u>2 = —1 u  d8 — (lp -  2u) dr,

r n  =  d4 + -  (lp -  2u) d8,
IU4 = d§, W5 =  de + dr +  1 u dg.

The same procedure allows the following relationship for constitutive scalar func­
tions of plastic stretching:

0 — — Ip d i +  lud'2 +  2pd3 + 3c/s -  If/lc/s +  2 i^u ~ 2u) Is

( 11) 4ps — lc/2ps +  -  ( lp  -  2p) 2s d5 +  2d6lp s  +  d72ps +  ds3ps,



which shows that only seven of the scalar functions entering into (8) are indepen­
dent. In other words, the above relationship could be written as d8 = ds ( d i , d ~ ) .  
It should be noted that in the case when damage like creep or low cycle fatigue is 
important ingredient of the deformation process the restriction (11) does not hold 
any more whereas the equations (10) become more involved including as one of 
additional invariants 3u as well.

4. Concluding remarks

The following general conclusions might be drawn from the above analysis:

® The analysis of geometric features of inelastic straining of polycrystals 
made possible considerable reduction of material constants to be deter­
mined from experiments.

* In the paper [4] the authors connected to the natural state elements mag­
netization vectors in such a way that they are isoclinic in (n) and inhomo­
geneous in (k ) the inhomogeneity being responsible for magnetostrictive 
strains. Such an assumption is very much in accord with the above geo­
metrical analysis.
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SOME INTRINSIC FORMULAS FOR COMPLEX 
HYPERSURFACES 

OF COMPLEX SPACES FORMS

Mileva Prvanovic

A b s t r a c t . We prove that the formulas (3.6) are valid for any complex hy­
persurfaces of a complex space form.

1. The object of the paper

Matsumoto [1] examined the intrinsic properties of minimal hypersurfaces in a 
flat space and showed that for most of them the second fundamental form can be 
expressed in terms of the curvature and Ricci tensors. On the other hand, it is well 
known [2], [4] than any complex hypersurface in a Kahler space is minimal and is 
itself Kahler manifold.

The object of this paper is to generalize the investigations of Matsumoto for 
the complex hypersurface of complex space forms. We did not find the expressions 
for the second fundamental forms. Instead, we find some formulas valid for any 
complex hypersurface of a complex space form.

2. Prelim inaries

Let (M , g , J) be the Kahler manifold with the metric g, complex structure J, 
and dim M = 2n + 2. The complex hypersurface M  in M  is the submanifold in 
M  of real codimension 2 having the property that the complex structure J  leaves 
invariant the tangent space of M  at each point p E M.  The complex hypersurface 
is itself a Kahler manifold (M , g , J ), [2], [4], where g is induced metric and J  is 
induced complex structure. W ith respect to the local coordinates, on M,  we have

9abJ?J$=9ij, =  0,
where the indices a ,b ,h , i , j ,k , . . .  run over the range l ,2 , . . . ,2 n  and V denote 
the operator of the covariant derivative with respect to the Levi-Civita connec­
tion. Denoting by Rijki and R j  the components of the curvature and Ricci tensor
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respectively, we have [3]

Rij ab Jk J{ — Ri jkl
(2-1) J “R ai =  - R a jJ?  or J f R b =  R “J b

(2.2) j [ R ai =  - R ajJ l or R a bR J l  =  R i j

where R lj = R abg iagjb . Finally, if we put Fij = J f g aj, we have =  - F p .
The relations (2.1) and (2.2) can be generalized in the following way. Let us

put

R i j  — R j a R j b d  !  R i j  — R i j ; P  — 2,3, . . .
V p — i  1

R ij = R abgiagjb
V P

Then, using (2.1) and (2.2), we easily find

(2.3) J?R aj  =  —R ajJ i  or J « Rah = R j aJ b
P  p  P  P

(2.4) R ajJ la = - R aij{  or R abj i j 3h = R ij
v  p  p  p

Since M  is a complex hypersurface, the normal plane of M  is left invariant by the 
complex structure J  at each point p € M . Thus, there exists, in each neighborhood 
U of p € M , two unit vector fields N  and J N , mutually orthogonal and normal to 
M . If h and k are the second fundamental forms corresponding to N  and JN , and 
h i j  and k i j  are their components with respect to local coordinates, then [2], [4]

(2 .5 ) II;<̂i k i j — k j i - ,

(2 .6 ) h ■ • — h  ■ Ta' --  "''ICL u  j k i j =  — h i a J j  ,

(2 .7 ) U . . _ U 7ci jb
ii ' i j  — ’Cab'-'i J  j  , k i j =  - k a b j ? j b

Using (2.4) and (2.7), we find

(2.8) h i j ^  =  0 kijgV = 0,

(2.9) h i j R ij = 0 ki:jR ij = 0,
p p

for each p = 1,2, —  The relations (2.8) show that any complex hypersurface of a 
Kahle manifold is minimal. In view of (2.6), we have

(2.10) hiahjbgab = kiakjbgab 

Also, we shall use the notations

R  = Rab9ab, P =  1,2, . . . ;  R  =  R
p p i



3. M ain results

Now, let us suppose that M  is a complex space form of holomorphic sectional 
curvature c. Then the Gaus equation for the complex hypersurface has the form

Q
(3.1) ~^{9im9jl ~~ 9il9jm +  FimFji — FnFjm — 2FijFim)

— Rijlm (h'imh'jl hz/hjm "t" kimkji k{l kjm ) - 

Transvecting (3.1) with gim and using (2.6), (2.7), (2.8) and (2.10), we find

(3.2) Rj, = -  2halhb]gab

Thus hsk.Rsi -  hsi R sk =  0 and therefore

h i j h s k . R  i —  h i j h si R  ki

huhskR  j — hiihSjR  k,

because of which we have

(3.3) hijhskRsi — huhskR j — (hijhsi huhsj)R  k .
Putting into (3.3) a instead j  and b instead l, transvecting with J b and using
(2.6), we obtain

hiahskR sbJj J b -  hibhskR saJ “J? = (kijksl -  kuksj)R sk.

Summing this and (3.3), we find

(hijhsi hnhsj ~b kijksi kuksj^R k

= hijhskRf — huhskR Sj +  hiahskRbJj Ji ~  hibhskR saJj J k ■ 
This relation, in view of (3.1) and (2.1), can be rewritten as follows:

RisijRi -  -[gijRik -  guRkj + Fj iRkbJ b -  FuRkbJ b + 2 R kaJ°Fji]

(3.4) = hijhskRf -  huhskR] +  hiahskR sbJ “J! -  hibhskR saj ; j b 

Transvecting (3.4) with glk, we get

RiabjRab -  |[ i9ijR -  R,j +  FjiRkbJi gkI -  Fu R kbJ bgkl + 2R kaJ?Fjl9kl]

= hi:(hskR sk) -  huhskR]glk + h iahskR bJj J bglk ~ hlbhskR saJ « j\g lk 

But, in view of (2.1), (2.5), (2.6) and (2.9), we have

R kbJ ,g kl =  0, -F n R kbJ bj gkl = R ji ,

RkaJ?9ibJbj9 kl = R ij, 
hiahskR bJj J bglk = 0,

—hibh$kR saJj J bglk = —hilhksgklR], 

because of which, the preceding relation reduces to

RiabjR ab -  ^(g ijR  + 2R ij) = - 2hiahsbgabR ),



or, taking into account (3.2), to

(3.5) R i a b j R ab -  R i j  + |  ( n R i j  -  =  0

Thus, we can state
PROPOSITION 1. For any complex hypersurface of the complex space form of 

holomorphic sectional curvature c, the relation (3.5) holds.
Now we shall prove
P r o po sitio n  2. I f for the complex hypersurface of the complex space form of 

holomorphic sectional curvature c, the relation

(3.6) RiabjRab — Rij + -  (nR ij — —g ijR ) =  0
p  p + i  2 V p  2 p /

is valid for the integer p, then it is also valid for the integer p + 1.

P r o o f . Transvecting (3.1) with R lTn and using (2.4) and (2.9), we obtain

Rijim Rim +  [h-uhjm +  kukjm]Rim — — gjiR  +  2Rji
p  p  4  l p  p

But, in view of (2.6), we have

kuk jmR vm - halhjbR a0,
p  p

because of which the preceding relation reduces to

(3.7) RajibRab +  2halhjbR ab = j  (gjiR  + 2Rjt)
p  p  4  \  p  p  J

According our assumption (3.6) holds. Thus, substituting R ajibR ab from (3.6) into
p

(3.7) , we get

(3.8) 2halhjbR ab = - R jl + ~~~ ~7r~ ~  Rjh
P  p + i  2 p

On the other hand, transvecting (3.4) with R lk we find
p

Risij R sl -  7  (Qij R  -  R ij + FjiRkbJ bRlk -  FltRkbJ bR kl + 2 Fj,RkaJ?Rkl) 
■p+ i  4 V J P +1 P+ i J J  p  J  p  p i

(3.9) +  h ijh sk R  sk -  huhskR jR lk + hiahskR sbJ “J?Rlk -  hlbhskR saJ “J bR lk.
J  p + i  J p J  p  J  p

In view of (2.1), (2.4), (2.5), (2.6) and (2.9),

R kbJ bR lk = 0, - R kbJ bR kl =  R ij
p  J  p p + i

F j i R k a J f  R k l  = R i j ,p p + i

h iah skR sbj p bR lk -  0,
J  V

hibh skR*aJ “J bR lk =  h ibhsaR “R sb
V V



Thus, (3.9) reduces to

R i  a bj R
V + 1

ab

Finally, in view of (3.8), we get

Riabj R ab — R ij +  —( R ij — -gij R
j p + i  P+ 2 J 2  \ p + i  2  p + i

= 0

This completes the proof of Proposition 2. □
As a consequence of the Propositions 1 and 2, we can state our main result: 
T heorem . For any complex hypersurface of complex space form  of holomorphic 

sectional curvature c, the relation (3.6) is valid for any integer p  =  1 ,2 ,....
R emark . If the complex hypersurface is an Einstein space, all formulas (3.6) 

axe trivially satisfied.
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T H E  EIG EN V A LU ES OF LA PLA C IA N  
A N D  T H E  G E O M E T R Y  OF M A N IFO LD S

N eda Bokan

A b s t r a c t . Some estimations (lower and upper bounds) of the first eigenvalue Ai 
of the Laplace operator are very usefull in the consideration of the corresponding 
compact Riemannian manifold (M, g ) and its characterization. One may use its 
asymptotics to study the similar problems of the characterization of some manifolds. 
The main purpose of this paper is to present some of well known results in this 
context as well as to derive new ones.

1 Introduction

Let M  be a Riemannian manifold. The Laplace operator A acting on smooth 
functions may be defined such that we have

(1-1) A /  := — d iv (g rad /)J

For example, in Euclidean plane and Descartues orthonormal coordinates (x, y ) one 
can get

A function fo C C °°(M ) is the eigenfunction of the operator A with the corre­
sponding eigenvalue A if /o and A satisfy the relation A (/0) =  X- fo- The properties 
of eigenfunctions and eigenvalues of A heavily depend on compactness or non­
compactness of M . We review in this paper only some facts assuming that M  is 
compact. Some standard results in theory of partial differential equations imply

1991 M a t h e m a t i c s  S u b j e c t  C la s s i f i c a t i o n .  58G25.
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that there exist a countable set of eigenvalues A, and for each A, the finite dimen­
sional family of eigenfunctions /*, such that we have A (/,■) =  Xif i . Moreover, A * are 
positive and A; — > oo, when i — » oo. The collection of eigenvalues {A*}, together 
with their multiplicities is the spectrum of A. We refer the books [2], [8] and the 
survey article [7] for more details.

In this spirit we may consider more general operators. So we say a partial 
differential operator D on C°°{M) is of Laplace type if its leading symbol is positive 
definite and defines the Riemannian metric g on M . Consequently, in some local 
coordinate system one may write D = —(g^didj + A ldi + B ), 1 < i , j  < n = 
dim M . Gilkey has established in [11] the unique presentation of D in terms of 
some connection and the potential function.

0.1 Lemma. There exists an unique connection V d on C °°(M ) and a unique 
potential function E d € C °°(M ) such that we have D =  — (Tr(V^,) +  E d )- d

This Lemma is shown very fruitfull in the framework of spectral geometry, espe­
cially using the heat equation method. We refer [12] for more details. The Laplace 
type differential operators appear very naturally in the context of differential ge­
ometry. To ilustrate it, let V be a torsion free connection on a smooth manifold 
M , f  € C°°(M ) and (Hessv f ) ( u , v ) := u(v(f ))  -  df (Vuu) be the Hessian. For a 
semi-Riemannian metric g one defines the 2nd order operators Ff(V) and D(g,W)

H ( V ) f : =  (Hess v + ^ y P v ) / ,

(1.2) D f : = D ( g , V ) f  = - T r g(H(V) f ) .

If g is a Riemannian metric, then D is of Laplace type. Pinkall, Schwenck- 
Schellschmidt and Simon [21] have used the operator H (V) to study affine harmonic 
functions and an affine version of the Minkowski problem. In [5] the authors use the 
asymptotics of the heat equation corresponding to D given by (1.2) to construct 
spectral invariants in affine and projective geometry.

The fundamental solution of the heat equation depends on the spectrum of the 
corresponding operator D,  and consequently its asymptotics too. Moreover, the 
coefficients in its asymptotics depend on the geometry quantities of the manifold 
M.  The spectrum of other operators in the framework of affine differential geometry 
and Weyl geometry have been studied in [4] and [6] respectively.

Hence we may put the following question: W hat is the geometric meaning of 
eigenvalues At, whose existence has been established using the methods of mathe­
matical analysis?

The 20th century was devoted to the answering this question. Let us mention 
that the first half of that century passed by guessing that A» completely determine 
the geometry of M, as Weyl [27] proved that A,- determine the volume of M.  Finding 
two nonisometric manifolds Milnor [18] has given the first negative answer. Later 
on, many other examples have been found, like Milnor’s one, as well as many results 
related to some geometric quantities of M  determined by its spectrum.

To find the spectrum is a very hard problem and therefore one may use different 
methods to investigate the dependence of the spectrum on a geometry of manifold



M.  There are also numerous results for the estimation of the first eigenvalues and 
the corresponding geometric characteristics which depend on these ones.

The main purpose of this paper is to give overview on these results for some 
types of manifolds, and to give some new characterizations of rank one symmetric 
spaces, especially an Euclidean space. The paper consists 5 sections. In 1 we 
deal with the basic notion and notations which we use throughout this paper. 
Estimations of eigenvalues of the Laplacian, defined on a Riemannian manifold are 
given in 2. The same problem for hypersurfaces in an affine space we consider in 
3. We devote 4 to the first eigenvalues of the Laplacian for functions and 1-forms. 
Finally, we consider in 5 the first eigenvalue of a small geodesic ball in a Riemannian 
manifold. We present some known results as well as some new ones which deal with 
characterizations of rank one symmetric spaces in terms of Ai and some additional 
assumptions.

2 E stim ations of eigenvalues of Riem annian m anifolds

Lower bounds are more difficult to get than upper bounds, as if we want to 
use the minimax principle we must find estimates which hold for any function. 
Lichnerowicz [17] has given the first estimation for Ai in a class of Riemannian 
manifolds (M , g ) satisfying some conditions in terms of Ricci tensor p — p{g). 
Namely he has proved the following theorem.

2.1 T h e o r e m . Let (.M , g) be a compact Riemannian manifold and suppose 
that p > (n — 1 )kg, with k > 0. Then we have Ai > nk. □

Obata [20] has characterized Riemannian manifolds, isometric to a sphere, in 
terms of the Ricci tensor and the eigenvalue estimation.

2.2 T h e o r e m . Let (M ,g ) be a compact Riemannian manifold, and suppose 
that p > (n -  1 )kg, with k > 0. Then X1 (M,g)  > X1(Sn{k)). Furthermore, if the 
equality is achieved, (M , g ) is isometric to S n(k). □

Reilly [23] has derived a formula for the integrals of the invariants of the Hessian 
of a function on a Riemannian manifold, and then, using this one, he has generalized 
Lichnerowicz and Obata Theorems.

2.3 T h e o r e m . Let (M , g ) be a compact Riemannian manifold with nonempty
boundary N . Assume that there is a constant c2 > 0 such that p >  (n — 1 )c2g and 
that the first mean curvature of N  in M  is nonpositive. Then the first eigenvalue 
Ai of A satisfies the inequality Ai >  nc2. Moreover X\ =  nc2 if and only if M  is 
isometric to a closed hemisphere of the Euclidean sphere S n(c2) of radius 1/c. □

To ilustrate a type of upper bound estimations for eigenvalues we give this one 
due to Cheng [10].

2.4 T h e o r e m . Let (M ,g ) be a compact Riemannian manifold with diame­
ter d and volume V, whose Ricci curvature is greater than (n — 1 )k. Set t0 = 
(c(n)dn/V ) 1̂ n^ 1\  where c(n) is the volume of the unit ball in Kn . Then

(1) if i < t0, then Ai (M,g)  < 16^-Ai



(2) if i >  io, then Xi(M,g) < 16 

where A \(x) —

(i.+ l)c(n) 
V

sinh(a:/2)
sinh(x/4 ) and A%{x) =

2/n , I f  \k\n/2v  A 1/ " '
A2|_(ji+I)c(n;

/  \  2 ( sinh
V x A ffx ) . □

Let us remark to see why we must have different estimates for i < io  and i >io,  
one may check the explicit example of (M,g)  =  S n-1(a) x S 1(D), with a < D.

3 Estim ations of eigenvalues of hypersurfaces in an affine space

The first eigenvalue Ai for submanifolds of different spaces has been studied 
intensively through these decades. We refer [24], [1] for more details and other 
references. So far there are only few results on Ai =  Xi(M,g)  in affine differential 
geometry. Simon has studied Ai for a hypersurface x : M n — > A n+1 with the 
Blaschke metric g. We present here some of his results. More details one can find 
in [24].

3.1 T h e o r e m . Let x be a hyperovaloid in A n+1 with the mean curvature H . 
Then Xi = Ai (M.g) fulfills 0 < Ai < n maxfT; equality holds iff x{M) is an 
ellipsoid. □

Let ki < k2 < ■ ■ ■ < kn be eigenvalues of the equiafhne Weingarten field B  
(equiaffine shape operator). They are called the equiaffine principal curvatures. 
The relations among Ai (M,g),  H  and Aq are given in the following theorem.

3.2 T h e o r e m . Let x  be a hyperovaloid with B  regular. Then

Ai (M,g) > — —  min ( ^ H( q )  + - { n  -  2)h1(q)) > n m i n h f q )  > 0. 
n — IgeM V i z / «£«

Equality Ai {M,g)  =  ^  m in,eM (%H(q) +  \ {n -  2)k1(q)) holds iff x(M)  is an 
ellipsoid. □

Other estimates for Ai for the Dirichlet problem under special boundary con­
ditions have been studied too.

3.3 T h e o r e m . Let M  be compact with boundary dM . Assume one of the 
following conditions (l)-(3) to be fulfilled.

(1) x is a graph, i.e. there exists b £ V  such that (X, b) A 0 on M  (so (X, b) > 0 
by the proper choice of the orientation of b) and (X , b ) =  0 on dM.

(2) x(M)  is convex and x (dM)  is a p-shadow boundary with respect to parallel 
light b G V .

(3) x(M)  is convex and x (dM)  is a c-shadow boundary with respect to the center 
zq, and H  > 0  on M .

Then n max IT > Ai > n min H .
Equality on the left implies that H  = const on M . Equality on the right implies 

that H  = const and f  is a first eigenfunction of the Laplacian. □

Let us mention that /  := (X , b) for (1) and (2), and /  := p(zo) — 1/H  in case 
(3), where p(z0)(q) : (X(q) , z0 -  x{q)) is the affine support function.



4 First Eigenvalues of the Laplacian for Functions and 1-Forms

Let us recall tha t the Laplacian A may also acts on p-forms. Then we use the 
following formula

(4.1) A = d5 + Sd,

where d 6 are the differential and the codifferential acting on p-forms. We notice 
that for functions (0-forms) (4.1) and (1.1) are equivalent.

Let Xi be the first (nonzero) eigenvalue of A for functions, and p± the first 
eigenvalue of A for 1-forms. Kobayashi [14] has improved Lichnerowicz’s estimate.

4.1 T h e o r e m . Let (M , g ) be a compact Riemannian manifold of dimension n 
with Ricci tensor p > eg, (c > g). Then

and the equality holds if and only if M  is isometric to a sphere. □

Let us recall that a complex vector field v on a complex manifold is decomposed 
into the (1 ,0)-component v' and the (0, l)-component v". A vector field v is real 
if and only if v" — v '. We say that a real vector field v is holomorphic if its 
(1,0)-component v' is holomorphic.

We are ready now to state Kobayashi’s theorem for Kahler manifolds, similar 
to the previous one for Riemannian spaces.

4.2 T h e o r e m . Let M  be a compact Kahler manifold with Kahler metric g and 
Ricci tensor p > eg, (c > 0). Then 1 2 3

(1) 2c < pi = Ai, and if the strict inequality pi < \ \  holds, then all eigen 
1-forms belonging to the eigenvalue p\ must be S-closed.

(2) I f p i =  2c, then a real 1-form a is an eigenform belonging to the eigenvalue 
Pi if and only if

(i) the real vector field va corresponding to a is holomorphic;
(ii) p(a ,a ) = c|or|2, where /?(•,•) is the symmetric form defined by the 

Ricci tensor.
Moreover, the holomorphic vector fields corresponding to these eigen- 

forms a form a Lie algebra.
(3) I f  Aj = 2c, then a real function f  is an eigenfunction belonging to the 

eigenvalue Ai if and only if
(i) the vector field Jvaf is a Killing vector field, i.e., a holomorphic 

infinitesimal isometry, where J  stands for the complex structure of 
M ;

(ii) p(df,df)  =  c|cf/|2. Moreover, the Killing vector fields corresponding 
to these eigenfunctions f  form a Lie algebra. □



Nagano [19] determined the first eigenvalue of the Laplacian on all irreducible 
compact symmetric spaces. In particular, he proved the equality Ax =  2c for all 
irreducible compact Hermitian symmetric spaces, see also [25]. Consequently the 
condition Ax =  2c is not sufficient to characterize a complex projective space P nC 
with Fubini-Study metric in terms of the first eigenvalue Ax. Anyhow, Kobayashi 
[14] has characterized P nC in the following way.

4.3 COROLLARY. A compact Kahler manifold M  of dimension n is isometri- 
cally biholomorphic to P nC with Fubini-St&iy metric if and only if Ax =  2c with 
multiplicity n(n + 2). □

5 The first eigenvalue of a sm all geodesic ball in a R iem nnian manifold

Let (M ,g ) be a Riemannian manifold, and M m the tangent space at a point 
m G  M. We denote by B ’ (e) a metric ball of radius e, centered at m  G  M , i.e.

5m(e) =  {expm(u) | u G M m, |u| < e},

where exp : M m — > M  is the exponential mapping of the Riemannian manifold at
m  G  M .

Let r  be the scalar curvature, p the Ricci tensor and R  the Riemann curvature 
tensor. |f?|2, |p|2 are the quadratic curvature invariants of the Riemannian metric 
(see [2] for more details). Karp and Pinsky [13] have investigated the asymptotic 
behavior of Ai(e,m), the first Dirichlet eigenvalue of the Laplacian A in a metric 
ball of radius a, centered at m  G  M . The coefficients are expressed in terms of the 
curvature tensor and its derivatives. ^

5.1 T h eo r em . When e 4 0 we have the expansion

Ai(e,m) = %  + ciTm +  e2[\R\2 -  \p\2 + 6Ar]m + 0 (e 4).

Co, Ci, C2 depend only on the dimension n and satisfy Co > 0 cx < 0, C2 < 0. □

If Lon denotes the (n -  1) dimensional measure of the unit sphere S n~1. Then 
coefficient of |R |2 : u n f  fof'Qr n+2dr [l/30n(n +  2)], 
coefficient of |p|2 : wn f  fo fbrn+2dr [—l/30n(n  + 2)], 
coefficient of r 2: zero
coefficient of A r : uon f  fof'0rn+2dr [l/5n(n  +  2)].
We note also that the first eigenfunction } 0 is positive and decreasing, and 

consequently the first and the last coefficients above are negative, proving that
Co < 0.

Karp and Pinsky have derived from this theorem the following characterizaions 
of the Euclidean metrics.

5.2 C o r o l l a r y . Let n < 6. I f for every m  G  M  we have Ai(e,m) =  co/e2 + 
0 (a4), e |  0, then (M ,g ) is locally isometric to Mn with the standard Euclidean 
metric. □



5.3 C o r o l l a r y . If for every m  e M  we have Ai(e,m) =  cq/ e2 + 0 ( e4), e i  0. 
and the Ricci tensor is semidefinite (esp. if g is an Einstein metric) then (M .g ) is 
locally isometric to En with the standard Euclidean metric. □

Similar results are valid for comparision with other rank one symmetric spaces 
(see [13]).

In the remaining part of this section we derive new characterizations of the 
Euclidean metrics as well as rank one symmetric spaces of an arbitrary dimension, 
but under some assumption.

5.4 T h e o r e m . I f  for every m  e M  we have Ai (e,m) -  co/e2 + 0 (£4), e 4- 0, 
and any of the following additional hypothesis

(i) M  is conformally flat;
(ii) M  is a Bochner flat Kahler manifold;

(iii) M  is a Kahler manifold with the complex conharmonic curvature tensor 
equal to zero;

(iv) M  is a product of surfaces;
then (M , g) is locally isometric to Kn with the standard Euclidean metric.

Proof, (i) If n < 6 Theorems follows from Corollary 5.2. If n > 6 then the 
Weyl curvature tensor C  of M  satisfies

|C |2 =  11?!2
2 2

(n -  l)(n  -  2)T '

Theorem 5.1 implies r  =  0 and consequently C — 0 gives |I?|2 =  which implies 
the required result.

(ii) Let B  be the Bochner curvature tensor for a 2n-dimensional Kahler mani­
fold (n > 1). Then we have

(5.1) \ B f  = \R\2 -
n  +  2 (n +  l)(n  +  2)

Since B — 0 if and only if M  is Bochner flat, one can use our assumption B = 0, 
Theorem 5.1 and (5.1) to see |i?[2 =  he. |f?|2 =  0 and hence M  is locally
flat.

(iii) Let H  be the complex conharmonic curvature tensor for a 2n dimensional 
Kahler manifold (see [22] and [3] for more details). Then we have

(5.2) \H \2 = |i?|2
8

n + 2 H 2 +
n  2

----- t:t
71 2

If H = 0 then Theorem 5.1 and (5.2) imply |H|2 =  ^ [ p l 2 and consequently one 
can have the required result.

(iv) Let M  be the Riemannian product of the surfaces M i ,  i —  1 , ... .  , p .  Then 
we have |I?j2 =  E l ^ d 2 and Ip |2 =  E l /h |2> where l^ il2 =  2|pi|2. Consequently



\R \2 =  2\p\2, just as for surfaces. This relation, with Theorem 5.1, as before imply 
M  is locally flat. □

Karp and Pinsky [13] have characterized the rank one symmetric spaces of 
dimension n < 6 by the first eigenvalue of A. To characterize rank one symmetric 
spaces of dimension n > 6 we need some additional assumption. Some of possible 
assumptions may be in terms of power series expansions of the (n -  1)- dimensional 
volume function Sm{e) of the geodesic ball the total scalar curvature rm(e)
of the small geodesic sphere G^(e)

Gm(£) =  {expm(u) I U e M m> M =

or the total norm \a\2m{e) of the second fundamental form of Gm(e), where

Tm(e )=  /  r{p)dp
JGm(e)

\a\2m{e)= f W\7 (p)dp.

Here dp denotes the volume element of Gm(e) and f  its scalar curvature.
Chen and Vanhecke [9] have derived the following formulas for the previously 

mentioned functions. So we have

(5.3) Sm(e) =  cn_1en- 1{l +  A(n)e2 +  B(n)e4 + 0( e 6)},
(5.4) r m(e) =  c„_i£n_3{(n -  1 ){n -  2) +  C(n)e2 +  D(n)e4 +  0 (e 6)},

(5.5)
|o-|^(e) =  cn_i£n-3{(n -  1) +  E(n)e2 +  F(ri)e4 + 0(e  )},

where

(5.a) A(n)  =  - ^ r ( m ) ,
(5-b) B(n)  =  M5^ ( - 3 | f ? | 2 + 8|p|2 +  5 r2 +  18Ar)(m),

(5 c) C{n) = (n~2)(n~3)r(m ),
(5.d) D(n) = 3 6 0 ^ 2) (~3(n + 2)(n + 3)]H|2 +  8(n2 +  5n  + 21)]p|2 +  5(n^~ 7n -

6) r 2 +  18(n -  2)(n -  3) Ar)(m ),
(5.e) E(n) = - {jE A lT{m),

(5.f) F(n) =  36on(n+2)( - 3(n “  13)ljRl2 +  8(n +  12)|p|2 +  5(n +  7 )r'  +  18(n +
7) A r)(m ).

Let us recall that cn_! =  n(7r)n/2/ T ( f + 1) is the volume of the unit sphere S n~1(l) 
in Euclidean space Mn .

We subscript to distinguish invariants of different manifolds. Hence Ti denotes 
the scalar curvature function on Mj, for example. Let Mi be a rank one symmetric 
space. Then n ,  |i?i|2, ]pi|2 are constant so A n  =  0.



5.5 T heorem . Suppose A i(e,m i) =  Ai(e, m 2) and any of the following addi­
tional hypothesis.

(1) Smi (s) — Sm2 (s), ^
(ii) r m i(e) =  r m2(e),

(iii) k lm jfe  =  l°1m2(e)>
for all sufficiently small e and for all m i £ M i and all m 2 £ M2.

Then n  =  r2, |/q |2 =  |p2|2, |# i |2 =  I-R2I2-

Proof. (i) Comparing the coefficients in the asymptotic expansions of Ai (e, m;), 
i =  1,2 shows rmi =  rm2, |i?: |2 -  |p i |2 +  6Ar: =  \R2\2 -  |p212 +  6At2, for all 
m± £ M i and m 2 £ M2. Therefore, r 2 and r2 are constant and A n  =  A r2 =  0. 
Consequently,

(5-6) |jRl|2 _ | p i |2 =  |jR2|2 _ |p2|2̂

Comparing the coefficients of en+1 in (5.3), using (5.b) then yields

(5.7) a id /f :!2 -  |P l|2) +  22\R i \2 = a i (|f?2|2 -  |p2|2) +  a2|i?2|2,

where is simple to check a2 yf 0. We combine now (5.6) and (5.7) to complete the 
proof.

The proof of (ii) and (iii) is similar to this one of (i). □

The linear and quadratic curvature invariants do not determine the Riemannian 
geometry generally. One can find in [16], [15], [26], etc. some examples of spaces 
with different geometries, but the same previously mentioned invariants r , |p|2 and 
[i?|2. But these invariants determine certain classes of rank-one symmetric spaces 
(for more details see for example [9]). Consequently, we may use Theorem 5.5 to 
prove the following Corollary.

5.6 COROLLARY. Let Mi, i = 1,2 be as in Theorem 5.5.

(a) I f  M i has constant sectional curvature c. then M 2 has constant sectional 
curvature c.

(b) I f Mi are Kohler manifolds, and if M i is with constant holomorphic sec­
tional curvature, then M 2 has the same constant holomorphic sectional 
curvature.

(c) Let the holonomy group of M 2 be a subgroup of Sp(n) ■ Sp(l)  and let Mi  be 
QP n(i/) or its noncompact dual. Then M 2 is locally isometric to Q P n(v) 
or its noncompact dual. □
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STABILITY OF LINEAR CONTINUOUS SINGULAR SYSTEMS 
IN THE SENSE OF LYAPUNOV: AN OVERVIEW

Dragutin Lj. Debeljkovic

Faculty of Mechanical Engineering,
Dept, of Control Engineering 

University of Belgrade

Abstract. Singular systems are those whose dynamics is governed by a 
mixture of algebraic and differential equations. A brief survey of results 
concerning stability of these systems, in the sense of Lyapunov as well as the 
main features of this class of systems are also presented.

Introduction

Singular systems are those whose dynamics is governed by a mixture of algebraic 
and differential equations.In that sense the algebrac equations represent the constraints to 
the solution of differential part.

These systems are also known as descriptor, semi-state and generalized systems 
arise naturally as a linear approximation of systems models, or linear system models in 
many applications such as electrical networks, aircraft dynamics, neutral delay systems, 
large-scale systems, interconnected systems, economics, optimization problems, 
feedback systems, robotics, biology etc..

Consider the autonomous linear continuous singular systems (LCSS) represented, 
in the forced regime, by

Ex(f) = Ax(f), x(to) = x0 ^
y (f) = Cx(f),

with matrix E possibly singular, where x(f) e 91" is generalized state-space vector and 

u(f) e 9t"' is control variable. Matrices A and C are of appropriate dimensions and are 
defined over the field of real numbers.

System models in this form have some important advantages in comparison with 
the models in the normal form, e.g. when E = I:

These models preserve the sparsity of systems matrices (that is many entries of
system matrices are equal to zero)
There is a tight relation between the system physical variables and the variables in
the model
The structure of tihe physical system is well reflected in the model



There is a great simplicity in derivation of these equations and in this connection 
there is no necessity for the elimination of the unwanted (redudant) variables, as 
there is no request for the formulation of the state variables.
The complex nature of singular systems causes many difficultes in analytical and 

numerical treatment that do not appear when systems in the normal form are concerned. 
In that sense the questions of existence, solvability, uniqueness, and smothness are 
present and should be solved in satisfaction manner.

The survey of updated results for singular systems and the broad bibliography can 
be found in Bajic(1992), Campbell (1980, 1982), Lewis (1986, 1987), Debeljkovic at el. 
(1996.a, 1996.b, 1998) and in the two special issues of the journal Circuits, Systems and 
Signal Procesing (1986, 1989).

A specific nature of singular systems is well documented in the Fig.l.

Regular LCSS U Irregular LCSS |j
det(cE -  A) ^ 0 ....J j

Fig. 1.



Preliminaries

Some fundamental questions of existence and uniqueness of singular system 
solutions. Consider the (LCSS) described by (1). When the matrix pencil (sE - A) is 
regular, i.e. when:

then solutions of (1) exist and they are unique for so-called consistent initial conditions 
x0 of x(f), and moreover, the closed form of these solutions is known.

Definition 1. Let matrices E, Ae C,IX" and to e SR . We should say that vector x(?0)

= Xoe 9?" is consistent vector associated at f0 if (1) has unique solution.
Eq. (1) je tractable at to, if it has unique solution for every consistent vector of initial 
condition x, associated with t0.

If Ex (?) = Ax(r) is tractable for any moment to e 91, then it is tractable for every' 
moment f e 91, so one can say that eq. (1) is tractable.

Theorem 1. For given E, Ae eq. (1) is tractable if and only if there exist
scalar Ae C, such that matrix (AE - A) 1 exist.

According to the Fig.l, the singular system is regular, when the matrix pencil 
satisfy eq. (2). The regularity condition can be tested using the following theorem Yip, 
Sincovec (1981).

Theorem 2. The following expressions are equivalent:
a) The matrix pencil (A,E) is solvable, e.g., det(sE -  A) * 0,

det(sE -  A) 0, s £ C, (2)

Solvabulity

b) LetX 0 =  N(A)
X ; ={x(t): Ax(t) g £ X W }, (3)

then:
K (E )nX ; = {0},V?~0,1,... (4)

c) L e tF 0= N(Ar )
Y, ={x(t): Ax(t)e£Y } (5)

then:
K(ET) n  Y, = {0},Vf=0,1, . ( 6)

d) Matrix:



G(n)

E 0 ••• 0
A E ■■• 0
0 A ■■• 0

E
0 ■ A

has full row rank for n =1,2,...

e) Matrix:

F (n) =

E A 0 ■■• 0
0 E A • 0
0 0 E ■■• 0

n + 1

E
A

has full column rank for n =1,2, ...

(7)

( 8)

A particular approach to the question of solvabilty can be achived using so-called 
shuffle algoritam, Luenberger (1978).

The procedure starts with forming the following matrix:

EA .

If matrix E is regular, procedure is finished and system is solvable. But if this is not 
case one can apply elementary row operations, so the matrix defined above can be 
reduced to the form:

T A  
0 A

where matrix T has a full rank.
Next "suffle" operation leads to the following matrix form:

TA3
Aj 0

If the matrix A4 is regular, the system is solvable. The similar procedure is 
applicable for systems given by eq. (1).



C onsistent initial conditions

Having in mind the implicit character of eq. (1), with respect to x ( f ) , it is obvious, 
that not all initial conditions are permissible.

The problem of consistent initial conditions is not characteristic for the systems in 
the normal form, but it is basic one for the singular systems. One of the consequence of 
this problem is the fact that it is not yet possible to derive, in an algorithmically testable 
form of the necessary and sufficient conditions for the asymptotic stability of even linear 
singular systems with constant coefficients.

We will say that the initial condition x 0 is consistent if there exist a differentiable, 
continuous solution of eq. (1). The solution x(f) should be differentiable a finite number 
of times and it is real analytic on interval t > 0.

Discussion and generation of consistent initial conditions were treated by several 
authors. Some of these, most imortant, results are presented here.

Campbell et al. (1976) showed that x0 is a consistent initial condition for eq. (1) if
and only if:

(I -  EE°) Xo= 0 , (9)
or in equivalent notation:

IA( = H(I - E E ° ) , (10)

where E° is Drazin inverse of matrix £ and
E = ( X E - A y lE. (ID

where A '( )  dentos the inverse image of ( ) under operator A and ) nullspace or 
kernell.

The fundamental geometric tool in the characterization of the subspace of 
consistent initial conditions is the subspace sequence:

W0 =91",
, ( 12)

Wj+\ -  A~l(EWj ) , j >  0,

Lemma 1. The subspace sequence { W> W> } >s nested in sense that:

W0 z>W=>W2 =) W3 3 .... (13)
Moreover:

K(A)cW ,-, V ;> 0, (14)

and there exist and integer k > 0 such that:

W +> = W , (15)
so that:

W:+j = Vi, Y />1.
If k* is the smallest such integer with this property, then:



V i n  X(E) = {0}, k > k \  (17)

provided that (A£ - A)"1 is invertibble for some Xe3\, Owens, Debeljkovic (1985).
In some circumstances, it is useful to introduce the linear nonsingular 

transformation of system governed by (1), in order to get the first canonical form of 
linear singular system as:

x 1( f ) = A 1X i ( r ) + A 2x 2 (0 , ( 18)

0=A 3x, (t)+A 4x2 (t). (19)

Then, the set of consistent initial values is equal to the manifold, or in other words 
x 0 has to satisfy:

0=A 3X10+A 4X20 , (2 0 )

or in equivalent notation:
A A = n ( [ A ,  A ]) . (21)

State response o f linear singular system

Suppose that E and A are square matrices. Then the state response of autonomous 
system, described by eq. (1) is given with:

x(r)=e-£DA(Wo)EEDq ,q e  91". (22)

It is obvious that vector of consistent initial conditions must satisfy:

Xo= E E dXo . (23)

M atrix transfer function

It can be shown that the matrix transfer function of linear singular system, in 
certain circumstances, can not be found. This problem is completely determined by the 
question of possible solvability of singular system.

If ones look at the nonautonomous linear singular system, with control matrix B 
then the matrix transfer function is given with:

W(s) = C(sE -  A]'1 B = C ad1[sE ~ f  B , (24)
det(sE -  A)

It is more than clear that only regular singular systems, see Fig.l. can have such 
description.

If singular system has no transfer function, i.e. it is irregular, it may still have a 
general description pairing, Dziurla, Newcomb (1987), that is the description of the 
form:

R(s)Y (j)=fi(*)U(j), (25)

where Y (r) and U(.r) are Laplace transforms of output and input, respectively and R(s) 
and Q(s) are polinomials of complex variable.



Impulsive behavior of linear singular system

Linear singular systems can always have an impulsive solutions whenever the 
initial conditions are different from those determined by consistent initial conditions. In 
that case the free response of singular system exibits exponential motions and in addition 
contains some impulsive motions corresponding to the "infinite - frequency" modes, 
Verghese et al. (1981). This feature of singular systems is undesirable.

If the matrix A4 is regular, the system is solvable and this fact guarantees that no 
impulsive motions occur in response to arbitrary initial conditions, since then singular 
system is reduced to its normal form. Conversely, one can show that if A4 is singular, 
and system under the consideration is solvable then it exibits impulsive - free motions 
for certain initial conditions.

Main results

Stability plays a central role in systems theory and control engineering.There are 
different kinds of stability problems that arise in the study of dynamical systems. This 
section is concerned with the stability of equlibrium points in the sense of Lyapunov. As 
we treat the linear systems this is equivalent to the study of systems stability.The 
Lyapunov direct method is well exposed in a number of very well known references. 
Here we present some different and interesting approaches to this problem.

Stability definitions

Definition 2. Eq.(l) is exponentially stable if one can find two positive constants a. 
P such that:

II x(t) ll< P exp(-QJ) II jc(r)ll, (26)

for every solution of eq.(l), Pandolfi (1980).
Definition 3. The system given by eq.(l) will be termed asymptotically stable iff, 

for all consistent initial conditions x0 , it has that x(t) —> 0 as t —»°°, Owens. 
Debeljkovic (1985).

Definition 4. We call system given by eq. (1) asymptotically stable if all roots of 
det (sE - A) , i.e. all finite eigenvalues of this matrix pencil, are in the open left - half 
complex plane, and system under consideration is impulsivelz free if there is no x0 such 
that x(f) exibits discontinuous behavior in free regime. Lewis (1986).

Definition 5. The system given by eq. (1) is called asymptotically stable iff all 
finite eigenvalues A,-, i = 1, of the matrix pencil (AE -  A) have negative parts,
Muller (1993).

Definition 6. The equilibrium x  -  0 of system given by eq.(l) is said to be stable if 
for every e > 0, and any tQ e J, there exists a 8 = 8 (£, f0) > 0, such that || x(t, , x0 )|| < £ 
hold for all t > ^ , whenever x0e and ||x0|| < 8, where J denotes time interval such 
that /  = [f0,+ °o), to > 0 , Chen, Liu (1997).



Definition 6. The equilibrium jc = 0 of system given by eq. (1) is said to be 
unstable if there exist a £ > 0, and toe J, for any 8 > 0, such that there exists a r* > to, 
for which [|x(f‘, to, xo )|| > £ holds, although xo e V\fc and || xo || < 8, Chen, Liu (1997).

Definition 7. The equilibrium x = 0 of system given by eq. (1) is said to be 
attractive if for every L e  J, there exists an T] = t j (  *o) > 0. such that lim x(t, to, x0) = 0,f-»oo

whenever x0e IA{ and ||x0|[< 7], Chen, Liu (1997).
Definition 8. The equilibrium* = 0 of singular system given by eq. (1) is said to be 

asymptotically stable if it is stable and attractive, Chen, Liu (1997).

Lemma 2. The equilibrium * = 0 of linear singular system given by eq. (1) is 
asymptotically stable if and only if it is impulsive-free, and 0(E,A) c  C Chen, Liu 
(1997).

Lemma 3. The equilibrium x = 0 of system given by eq. (1) is asymptotically 
stable if and only if it is impulsive-free, and limx(r) = 0, Chen, Liu (1997).

Stability theorems

Theorem 3. Eq. (1), with A -  I, I being identity matrix, is exponentially stable iff 
the eigenvalues of E have nonpositive real parts.

Proof. State response of singular system, under the consideration, is given by eq. 
(22), with restriction on vector of consistent initial conditions, given by eq. (23).

If E is written in diagonal form, then:

e-EDAO-l0>££D
0

(27)

which decays exponentially when Ae cr(0) implies that Re(A) < 0.
Because the eigenvalues of M are those eigenvalues of E which are not zero, it has 

completed the proof.

Theorem 4. Let Ia be the matrix which represents the operator on 9 \" which is 
the identity on Q. and the zero operator on A. Eq. (1), with A = 1, is stable if there exists 
an nxn matrix P, which is the solution of the matrix equation:

Et P+ PE = - l a , (28)
with the following properties:

i) P = PT ,
ii) Pq -  0 , qe A

iii) qT Pq > 0 , q * 0, qeD.., 
where:

n =  V i = w - e e d)

A =K(EEd),

(29)

(30)



Proof. If eq. (28) has a solution P as above, £  cannot have eigenvalues with 
positive real parts. Hence, eq. (1) is stable. Conversely, assume that eq. (1) is stable. Let 
P be defined by:

qTPq = j" || exp(Ef)£°q ||2 d t . (31)
o

The integral is zero if q 6 A and is finite number if q e Q. It is clear that matrix P 
is solution of eq. (28) with the properties, a), b), c), Pandolfi (1980).

Theorem 5. The system given by eq. (1) is asymptotically stable if and only if
a) A is invertible and
b) there exists a positive-definite, self-adjoint operator P on 9T', such that:
c)

At PE + EtP A = - Q  (32)

where Q is self-adjoint and positive in the sense that:

xr (f)Qx(f) >0 for all xe Wk. \{0}, (33)

Owens, Debeljkovic (1985).

Proof. To prove sufficiency, note that IA{. n  N(E) = {0} indicates that:

V(x)=xr (f)ErPEx(f), (34)

is a positive-definite quadratic form on IA£. . All smooth solutions x(f) evolve in Wk- so
V(x) can be used as a "Lyapunov fiinction". Clearly, using the equation of motion (1), we 
have:

V=  xr (f)Er P£x(f) + xT(t)ETPE x(f)

= (Ex(t))T PEx(t) + xT (t)ETPEx(t)

= (Ax(t))T ETPEx(t) + x T (t)ET PAx(t)

= xT(t)ATPEx(t)+ x T(t)ETPAx(t)

-  -  xT(t)Qx(t) < -AV, (35)
where:

A = min{ xT(f)Qx(f) :V(x) =1, xe Wk. }, (36)

is strictly positive by eq. (33).
Clearly:

0 < V(x(0) < V(x0) 0 (r—> «.), (37)

so that Ex(t) and x(r) tend to zero as t—> °° as required.

Theorem 6. The system given by eq, (1) is asymptotically stable if and only if



a) A is invertible and
b) there exists a positive-definite, self-adjoint operator P such that:

xr (f) ( At PE + EtP A ) x(t) = - x T(t)Ix(t) for allxe Wk- . (38)

Owens, Debeljkovic (1985).

Theorem 7. Let (£  A) be regular and (£, A, Q  be observable. Then (£, A) is 
impulsive free and asymptotically stable if and only if there exist a positive definite 
solution P to:

At PE + EtPA+ EtCt CE = 0,

and if P, and P2 are two such solutions, then ETP,E = ETP2E, Lewis (1986). 

Theorem 8. If there are symmetric matrices P, Q satisfying:

a tp e  + e tp a = -  q
and if:

x TETPE x > 0 Vx = Siy, *0 , (41)
xT Q x > 0 Vx = Sjy, ,

then system described by eq. (1) is asymptotically stable if:

"sE -  A

(39)

rank
SlQ

= n VseC ,

and marginally stable if condition given by eq. (39) does not hold, Midler (1993). 

Proof. Assume P, Q according to eq. (37,38), then by transformation:

"Ki'

A .  
h o 
0 Nk

R

RES =

,s = [s, s2]

, RAS =
A  o
0 I2

(40)

(42)

(43)

(44)

(45)

where the identity matrices f  and f  are of dimension ni and n2 with n\ + n2— n and the 
n2 x n2 matrix Nk is nilpotent of index k, one has:

with:
ATPl + P A = -S ? Q S l = - Q  ,

P = PT>0, Q = Qr >0.

(46)

(47)



Therefore system given by eq. (1) is stable in the sense of Lyapunov and is 
asymptotically stable iff:

rank s i ,- A
0

= n,, Vse C. (48)

So, it is necessary to show that condition:

~sE- A
rank

s,tq
= n , Vse C. (49)

is equivalent to expression, given by eq. (48). By the transformation of eq. (44,45) one 
has:

rank
sE -  A

s,tq
= rank

si,-A  
0 

G

o
sNk - I 2

G2

CO ^—
1 1 >= n2 + rank

L G J
(50)

showing the equivalence of eq.(48) and eq. (49).
Theorem 9. The equilibrium x = 0 of system given by eq. (1) is asymptotically 

stable, if there exists an n x n symmetric positive definite matrix P, such that along
solutions of system (1) the derivative of function V(Ex) = (Ex) 7 P(Ex), is negative 
definite for the variates of Ex, Chen, Liu (1997)

Proof. First, the regularity of (E, A) means that there exists n x n nonsingular 
matrices V and V such that:

UEV = I,
0

0
N

UAV = A
0

(51)

and eq. (1) is equivalent to:
z, = A z 1 + 0
N A  = 0 + z2 ’

(52)

here Q (z, z 2J  = x, A is an n, x n, nonsingular matrix and If is an n2 x n2 nilpotent 

matrix, n, + n2 = «.
Next, V(Ex) is a negative definite quadratic form for the variates of Ex means that 

there exists an n X n symetric matrix W with EJ WE is positive semi definite and the 
rank of ET WE is equal to r, such that:

V(Ex) = - ( £ x)t W(Ex), (53)
or:

Letting:
At PE +Et PA = - E tWE. (54)



P=UT (55)

(56)

one has:
P u A + ^ P n  = ~Vi,
P12N + N tP21 = - N ^ N  , (57)

p12 + Atp12n  = - vv2n

where Pn , P22 and V\fi are all positive definite matrices.
In the following it proves that N = 0. Suppose that the form of nilpotent matrix N  is

17.

where /,- is a Jordan block matrix which the diagonal elements are all zero (i = 1, s),
then all elements of first row of both NTP22 and NTIA£2 N are zero, it is follows from the 
second formula of eq.(57) that al elements of first row P22 N  are zero. If N = 0 is not true, 
without loss of generality it suposses that / 1 ^ 0, then it can be deduced that the element 
of first row and first column of matrix P22 is zero, this is not true since P22 is positive 
definite.

Thus it has N = 0, in other words, the linear singular system described by eq. (1) is 
impulse-free.

The positive definitity of matrix IAfi and the first formula of eq.(57) imply that A 
is an asymptotically stable matrix. It follows from eq.(52) and N = 0 that lim x  = 0 holdI —
from x = Q (z, z2)T and the conclusion of Theorem 9. follows from Lemma2.

Theorem 10. If there exist an nxn symmetric, positive definite matrix P, such that
along solutions of system given by eq. (1) the derivative of function V{Ejc) =
(Ex)7 P[Ex) i.e. V  (Ex) is positive definite for all variates of Ex, then the equilibrium x 
= 0 of system given by eq. (1) is unstable, Chen, Liu (1997).

Theorem 11. If there exist an nxn symmetric, positive definite matrix P, such that
along solutions of system given by eq. (1) the derivative of function V(Ex) =
(Ex)J P(Ex) i.e. V (Ex) is negative semidefinite for all variates of Ex, then the 
equilibrium x = 0 of system given by eq. (1) is stable, Chen, Liu (1997).

N =
J

(58)

0



Numerical examples

Some numerical examples have been worked out to show excellent application of 
previous results. We shall illustrate some of these methods. No discussion is presented 
since the procedure and conclussions are obviouos.

Pandolfi (1980).

' l 0 o' “-1 0 0 '
0 1 0 x(f) = 0 -1 0
0 0 0 0 0 - 1

A 1

-1 0
0 -1
0 0

0
o ,

-1
A= A 1 A  =  I

E = A 'E 0
-1 0 0
0 -1 0
0 0 0

Et P + PE = - I a =
-1
0
0

0 0
-1  0
0 0

P = P T
0.5 0 0
0 0.5 0
0 0 0

K (P) = K (£■) = span •
0
0
1

•, Pq = 0. qe A

T '°1
9i(P) = 9v(P) = span < 0 j 1

0 oj

q rPq = 0.5(q,2 +£j22)>0, VqeO, q ^  0. 

So, system under consideration is stable in sense of Lyapunov.

2. Owens, Debeljkovic (1985).



' l l

rO

h 2

'o(N1

0 l 0 r-H II - 2 - 3  0

1 O 0 i
o

1 o 1 1

I4£ ={x: X j  e 9v, x2 e 91; x3 = - x 2 }.

Martix G can be addopted as:

G =
1 0 0
0 1 -1
0 -1  1

■ G‘

x7 G x = x2 + x2 -  2x2x3 + x2

x T  Gx = x2 + 4x2 > 0,Vxg \{0}

P =
6.75 0.25 0
0.25 2.75 1

0 1 p3 3

So, for p33 > 0,0135 P is symmetric and positive definite matrix and system under 
consideration is asymptotically stable.

Chen, Liu (1997).
'l 0 0" ' 0 1 0 '
0 0 0 x(f) = 1 1 0 x(f)
0 0 1 0.5 0 -1

' 9 - 9 2 '
p  = _ 9 16 - 2 PT> 0

2 - 2 8

V(Ex)= (Ex)7 P(Ex) 

Using eq.(54), one can easily get:

V (£ x)= - (E x)tW(Ex) =

=  - [ x i  0 x3]

= — 16(xf + x3),

'16 0 o ' x,
0 0 0 0
0 0 16 3 _



so, the equilibrium point of system under consideration is asymptotically stable since the 
derivative of Lyapunov function, along the trajectories of system, is negative definite for 
the variates of Xj and x3 of Ex.

C onclusion

To assure asymptotical stability for linear singular systems it is not only enough to 
have the eigenvalues of matrix pair (E,A) in the left half complex plane, but also to 
provide an impulse-free motion of system under consideration. Some different 
approaches have been shown in order to construct Lyapunov stability criterions of 
stability, asymptotic stability and unstabilty for this class of systems. Several numerical 
examples have, also, been worked out in order to illustrate the efficiency of methods 
proposed.

Appendix A

Drazin inverse

If F is an nxn matrix, then F D is the unique solution of the equations:

F F D= F dF ,
F dFFd = F , (Al.)
F DF*+1 = Fk ,

where k is the index of matrix F, k = Ind (F), defined to be the smallest non-negative 
integer such that:

rank F 1+1 = F J . (A2.)

With N(F) and 91(F) we will denote the kernel (null space) and range on any 
operator F, respectively, i.e.:

N (F) ={x: Fx = 0, V xe 9T }, (A3.)

91(F) ={ye 9T\ y =Fx, xe 91” }, (A4.)

dim N (F) + dim 91(F) = n . (A5.)
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ON T H E  G E O M E T R IC A L  SENSE 
OF C O V A R IA N T D IF F E R E N T IA T IO N  

IN  N O N -E U C L ID E A N  SPACE

Zoran Draskovic

Abstract. An approach to geometrical interpretation of the operation of 
covariant differentiation—where the role of operators of parallel transport 
in non-Euclidean space is also pointed out—is presented.

Introduction

When considering the sense of the operation of covariant differentiation, either 
in Euclidean or in non-Euclidean spaces, the intention to provide a possibility of 
obtaining new tensor fields from the given one is usually underlined1. However, 
the fact that, on the one hand, this operation has a well defined geometrical sense 
(as a limit process), and, on the other hand, in non-Euclidean spaces is often 
introduced by analogy with the procedure in Euclidean space (and without stressing 
the possible geometrical interpretation), was the reason to point out a geometrical 
aspect of the operation of covariant differentiation in non-Euclidean spaces, too. 
But, first of all, we shall dwell

On covariant differentiation in Euclidean space

It is well known that the expression for the covariant differentiation of a vector 
field v =  v lgi defined in a domain of Euclidean space reads2

i \  -  dyiVJ\P0 Qxj

where Tjk are Christoffel symbols of the second kind determined in curvilinear 
coordinates x'1 introduced in this space, <?, are the base vectors of these coordinates 
and P0 is the point where the covariant differentiation is performed. It is well

^ ee  e.g., [2], pp. 143 and 180.
2Einstein’s summation convention for diagonally repeated indices is used; Latin indices have 

the range 1,2,3, while Greek indices will have the range 1,2.

Pa
+ rji fclp0 ; (To), ( 1)



known that the following equality (quoted in §46 of [6] when discussing the sense 
of the covariant differentiation)

d v
dxi Po

= v ' i  I Po 9i(Po) ( 2 )

holds, too. However, we can proceed in the following manner as well:

d v
dxi Po

= lim
A x *  —>0

= lim
Ax*—>0

= lim
A x : —>-0

y{P) -  v {Pq)
A  x i

P (P )g;( P ) - P ( P Q)gi(P0)
A x i

vk (P)gik (Po, P ) 9 i ( P o ) - v i {Po)9i(Po)
A x i

vk(P)gik(P0, P ) - v i (Po)
A ad= gi{P0) lim

A x J —h0
,. [vk( P ) - v k(Po)]g\(Po-P) + vi (Po)\gik(P o ,P ) -5 i}

= 9i(Po) . I™ _ ---------------------------------

(3)

=  9i(Po)

= 9i{Po) 

= 9i(Po)

Axi —>-0
vk( P ) - v k{P0) r  i mlim — -— — -------  lim g k{P0,P)

A x J - » 0  A l J  A x 1 —>0

+ vk {P0) lim
A x J —>0

gik(P0, P ) - 6 ik
Axi

r dvk{P)
dxi

dvi(P)
Po

5, + „ .(P 0)M A A
Po-I

dxi
k, D ^d9lk(Po,P)+ v k(Po) „ ,

P o  O X J Po

where <7*- are the shifting operators3 (“Euclidean shifters” ; [4], p.'-806). In this 
manner, the necessity of parallel transport (from the “current” point P  to the 
point Po where the derivation is performed) of a vector considered in this limit 
is unambiguously pointed out — this is a geometrical aspect of the operation of 
covariant differentiation.

On covaxiant differentiation in non-Euclidean spaces

It is also well known that the expression for the covariant differentiation of a 
vector field v =  vaa a defined in a domain of Riemannian space, i.e., on a surface4 
(if we dwell on the two-dimensional case), reads analogously to the expression (1)

a I _  dva 
vM pa du0

3The first index in g i - ( P o ,  P), either superscript or subscript, refers to the point determined 
by the first argument, while the second one refers to the point determined by the second argument.

4The vector at some point on surface is, by definition, the vector entirely lying in the tangent 
plane of the surface at this point (see [7], p. 144). Since a a  =  d r / d u a  ( r  is the position vector of 
the mentioned point in the enveloping Euclidean space) are the vectors tangent to the surface, it 
follows that v  will also be a vector lying in the tangent plane of the surface.

P n
+  r

0 7 I P O 'T o ), (4)



where ua are so-called surface coordinates and Pg7 are Christoffel symbols of the 
second kind determined for this surface in coordinates ua. Analogously to the 
relation (2), the following relation:

dv
duP Pa

= V£\Po a, <{Po) (5)

can be established, too.
However, an attem pt to establish the corresponding limit in the following case:

d v  _  v { P ) -  v(Pq) 
duP P0 Au^+O AV.P

( 6)

immediately imposes a question of the procedure of transport of the quantities v(P)  
and v (Pq) to the same point in order to compare, i.e., to subtract, them. Putting 
aside, for a moment, the essence of this transport, let us suppose the existence of 
operators K°q{Pq,P )  such tha t5

^ { P o) = K a0(Po,P)vP(P), (7)

and, in order to perform an inverse process, the existence of inverse operators6
K 0a(Po,P )

va (P) = K f ( P 0,P)vP(P)  (8)

where7

K'P(Pq, P)K°p(Po, P) = 5° and K f  (P0, P )IT a(Po, P) -  6%. (9)

Using these quantities we can proceed analogously to (3), thus obtaining

dv
duP Po

(P3)
dva{P)

duP Po
+ v \ P 0)

d K “
duP

( 1 0 )

It is now clear that the manner of this transport, if we want to preserve the 
usual expression (4) for covariant differentiation of a vector field, must satisfy the 
following condition:

dK%(P0,P)
duP

—  r aL P-rl P0 =  r p-rlPo ( 11)

5The symbol “= ” denotes coordinates of a quantity t r a n s p o r t e d  to the corresponding point!
sThis means that \ K ap ( P o , P ) \  0 and \ K j ^ ( P o ,  P ) \  0!
7The first index in K ap ( P o ,  P ) ,  either superscript or subscript, again refers to the point 

determined by the first argument, while the second one refers to the point determined by the 
second argument.



which (because of K ae(P0, P)\Pq = <5“ ) can be rewritten in the form

rdK°.(P0,P)
du3

T ^ ( P ) K ae(P0,P)
Po

= 0 ( 12)

i.e., (bearing in mind that the transport is performed along a curve K  with para­
metric equations ua =  ua{t), so the composition with du3/dt  
form

-dK°(Po,P) _ r ^ {p)Ka{p^ p ) du

Po
is possible) in the

dt dt
= 0.

Po
(13)

However, due to the arbitrary character of the points Po and P, we conclude 
that the system of functions K ap should satisfy (in each point of the above men­
tioned curve) the following system of differential equations:

dv7
dt -01

dii3
■v- ^ r  = 0-

(14)

i.e., that the system of functions Kg* should satisfy (along this curve) the system 
of differential equations

dva
dt + ?0eV

. du3
'~dT =  0;

(15)

hence, bearing in mind that \K ap\ yf 0 and \K'^\ 0, the system of functions K°p
shall represent the fundamental system of solutions of the homogeneous system8 
(14), i.e., (15).

On the other hand, it was pointed out in [13] that the fundamental system of 
solutions represents the operators of parallel transport9 10 along the curve in whose 
points the system (14), i.e., (15) is satisfied. Hence, if we want the covariant 
derivative of a vector field in this two-dimensional space to have the form (4), it 
follows that the operators K  introduced in (7) and (8) must be the operators of 
parallel10 transport with respect to the surface along the given curve on this surface.

Conclusion

This not so rigorous11 deduction points out, in a natural12 way (i.e., by consid­
ering the limit process in the definition of the operation of covariant differentiation), 
the reasonableness of introducing the notion of operators of parallel13 transport in 
Riemannian spaces, too.

8See e.g., p. 73 in [9],
9Mentioned in [8,10,12] in connection with the introduction of the notion of an absolute 

integral of tensors in Riemannian spaces.
10This is in accordance with the statement that " t h e  c o n c e p t  o f  a b s o lu t e  d e r i v a t i v e  i s  m a d e  

t o  d e p e n d  o n  th e  c o n c e p t  o f  p a r a l l e l  d i s p l a c e m e n t  o f  a  g i v e n  v e c t o r  a t  o n e  p o i n t  o n  a c u r v e  C  to  

o t h e r  p o i n t s  o n  C "  ([11], p. 178).
n The rigour was not necessary here since the existence of shifting operators with respect to 

the surface along a curve given on this surface was already pointed out in [13].
12Natural, in fact, in a measure in which we are capable of judging events (like the limit (6), 

for example) w i t h i n  a Riemannian space.
13Of course, the introduction of another procedure of transport of a vector over the surface 

would lead to another procedure of (covariant) differentiation in this Riemannian space.



Appendix: Operators of parallel transport 
along parallels on a spherical surface

Although, on the one hand, the operators of parallel transport along a curve in 
Riemannian space were introduced a long time ago14 (but without being explicitly 
determined), while, on the other hand, the sense of introducing the operation of 
absolute integration in non-Euclidean spaces (postulated in [8,10]) remained long- 
contested, mainly due to the fact that the operators of parallel transport which 
appear in this case had not been determined in the general case15 — the fact 
that the fundamental system of solutions for the homogeneous system (14) or (15) 
always exists, i.e., that this fundamental system represents the shifting operators 
along a curve where the system (14) or (15) is satisfied, was pointed out in [13], 
with reference to [1].

However, the existence of a fundamental system of solutions for the system 
(15) along a given curve, i.e., the existence of shifting operators along this curve, 
does not necessarily mean it is easy to find them. From the following well-known 
example, we shall see that these operators were at hand (for the simpler cases, at 
least) for a long time, but without being recognized.

As mentioned above, the system of differential equations for determining the 
coordinates of a vector parallelly propagated along a curve on a surface reads

dva
ds

+ r
du1
ds

= 0. (A.l)

But, in the case of transport along the (/^-parallel16 of a spherical surface with the 
radius a we have u1 = ip = s /a  cosd0, u2 = d =  d0 =  const and, bearing in mind 
that only the three coordinates of the Christoffel symbols of the second kind are 
non-zero in geographical coordinates ( r [ 2 =  F21 =  — tgdo and r ( x =  sin do cos do), 
this system reduces to

dv1/dip =  u2tg d 0 ^

dv1 /d p  = —v 1 sin do cos do-

The characteristic equation of this system of differential equations reads

-A  tg d0 
— sin do cos do —A =  0; (A.3)

hence A =  ±  sin do i and the general solution may be written in the form (see [9], 
p. 531)

u1 =  Ci tg d0 cos(<  ̂sin do) +  C2 tg do sin(v? sin d0)
(A.4)

v2 =  —Ci sin do sin(q>sindo) +  C2 sin do cos(</?sindo).

14E.g. as “p a r a l l e l  p r o p a g a t o r s ” in [3], p. 59.
15See p. 1307 in [12]: “ . . . t h e  p r o b le m , o f  t h e  c o v a r i a n t l y  c o n s t a n t  t e n s o r  [...A...] i n  R i e m a n n ­

i a n  s p a c e s  i s  n o t  s o l v e d  g e n e r a l l y ” .

lsGeographical coordinates are in question!



We shall find the constants C1 i C2 from the condition that v1 =  vl and v2 = v% 
for ip =  tpo- We thus obtain17

sin[(</? -  ip0) sini90]
v1 =  Vq cos[(<p -  ipo) sini?0] +  Vq 

v2 =  —Vq cos sin[(t/5 — ipo) sin i90] +  C0S[(P — <fo) sin i?o]
COS do (A.5)

and. bearing in mind that the solution of the system of differential equations (A.l) 
represents the coordinates of a vector parallelly propagated along a curve on the 
given surface, it follows that the quantities (cf. with the expressions (7) and (8))

{ K f ( P ,P 0)} =
k ,1 K . n
K{2 K ? /

cos[(<£ -  tpo) sini?0]

-  cos 'do sin[(ip — po) sin d0]

sin[(y? -  tpo) sin^p] 
cos do

cos[(v? -  po) sin^o]

(A.6)

are the coordinates of shifting operators along the parallel connecting the points Po 
and P  on the spherical surface18. Note that this form of the coefficients K  could 
have been anticipated by noticing that the two following solutions of the system 
(A.2)

_  j  tgi90 cos(<psini?0)
— sini?o sin(v?sini?0)

fii)
2

y(i)

uh)
UU

_ f  tg d 0 sin(v?sin i90) 
sint90 cos((^sini?o)

(A.7)

(id Xj 1
form its fundamental system of solutions, since Det < W t ^  0 ( t? o yf 0)!

I u(l) v(2) J
Now, when we have obtained the explicit expressions for the operators of parallel 
transport Kpa along the parallels on a spherical surface, the covariant coordinates 
of a vector shifted on this surface from the point Po to the point P  (along the arc 
of the parallel connecting them) would be calculated according to the formula

da (P) = K 0a(Po,P )v0 (Po) (A.S)

(where v1 =  iP , v2 =  P 5) and the process of parallel transport of a vector along 
such curves on a spherical surface can easily be represented graphically. Let us 
consider a vector field with the coordinates

v1 = Uq =  0

v2 — v'q = const 0
(A.9)

17Cf. e.g., with the expressions on p. 208 in [5]; see also p. 185 in [11].
18These coordinates differ from the ones obtained in [14] for the parallel transport along the 

g e o d e s ic  l in e s '. Only when the parallel transport along the equator is in question ( d  = t fo  — 0)> he., 
along the geodesic line, then the operators K ^ a  in both cases reduce to the Kronecker ^-symbols.



and let us perform its propagation from the point P0 to the point P  =  P0 along the 
parallel connecting them, i.e., along the closed curve. Figure 1 illustrates the well- 
known fact that, if a vector is transported parallelly along a contour on a spherical 
surface, then we might not obtain the same vector upon return to the starting point 
(see e.g., p. 154 in [7] or p. 185 in [11]), i.e., that the parallel displacement with 
respect to a surface generally depends on the path.

Fig. 1

Furthermore, the graphical representation of the procedure of transport of the 
vector v(P)  to the point Po, where the differentiation of the vector field is per­
formed, seems to be interesting as well. If we refer to field (A.9) once again, the 
transport to be performed inside the limit (6) will occur as shown in Figure 2. 
However, the limit (6)19 itself can be represented as well (see Fig. 3)—this is only 
the graphical illustration of the fact, shown in Figure 1, that the vectors obtained 
by parallel transport of the vector field normal to the parallel along which the 
transport is performed differ from the field value in the corresponding point; hence 
the limiting process converges to a value different from zero, i.e., v ti ^  0 in this 
point20.

Fig. 2 Fig. 3

19Its value in this case, as is well-known, is equal v , i  |p =  d“ |p act(Po) = — Vg tan i9o<*l(Fb).
20It will be Dj = 0  only in the case when i9 =  i?o = 0, i.e., when the parallel propagation 

along the equator is in question (since the transport is performed along the geodesic line)!
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FLOATING STABILITY 
OF A SOLID BODY IN A FLUID

Busan Mikicic

Abstract, The analysis of the stability of floating of a solid body is made on the 
basis of the theoretical formulas defined in shipbuilding. This theory is not 
equivalent with Liapunov’s theory since the stability is estimated only for one 
generalized coordinate cp - deviation of the symmetry plane of the ship from the 
vertical. The final conclusions on the stability are made on the basis of mutual 
positions of the mass center Cm of a solid body and the metacenter M. In 
practice it was observed that the solid body in the course of floating can change 
its positions many times. The present paper analyzes particularly the singular 
cases k = 0 and k = 1, where k = Pn/p - the ratio of an average density (pm) of 
a solid body and the density (p) of the fluid. The paper provides the theoretical 
explanation why the solid body -  the circular cylinder, changes its positions of a 
stable equilibrium by tp = 90° immediately upon sinking to the bottom. Besides 
the stability of other bodies was investigated: square, cube, and a circular cone. 
The theoretical explanations are given under which conditions the stable, labile, 
and indifferent positions of carried out later on the mentioned bodies show the 
overlapping with the theory.

1. Introduction

The initial ideas for the present paper where the consequence of the three TV broadcasts 
(December 1999. BK, June 2000. Palma, June 2000. Palma). In these broadcasts the 
scientists from the USA and Yugoslavia had commented the consequences of the 
explosion of the volcano St. Helen, on 18lh May 1980. The volcano is in the State 
Washington and in its activity he expelled 2 km3 of solid substance, plus 100 km" of 
gases (S02, C 02, H20, CO). Apart from that 400 km2 of the forest was destroyed and 
partly thrown into the lake The Spirit at the foot of the volcano. The trees were floating 
on the surface of the lake for several days in the position shown in fig. la. Upon to 6 
days some arbors prior to sinking to the bottom turned spontaneously their axis into a 
vertical position, fig. lb.

The scientists commenting this phenomenon did not supply a real reply why 
this changed had occurred. This paper, in the author's opinion, gives a real theoretical 
basis for the above mentioned phenomena.



Fig. 1. The transformation of an indifferent position of the balance 
(a) by H > Hk,- into a stable position (b) H <



B

f z

Q = mg-weight, Z<j =m/pBL, Imin = LB3/12, VP = BLZo -  submerged volume 

Fig. 4. Floating of parallelepiped in the water

Exposition of the paper

A. Let us observe primarily a simpler variant (A) when solid body is entirely submerged 
into a fluid (submarine in the water fig. 2 and the balloon in the air fig.3.)

In both cases the thrust force is: 

and the weight:
P = PgVp
Q = mg

The weight acts vertically in the direction of the decrease of the angle (p. That is why in 
this case the conditions of a stable floating reads:
For a stable floating of a solid body icpl < 15° entirely submerged into the fluid the center 
of gravity of mass Cm must be under the center of gravity CVp of the submerged volume. 
Apart from that the solid body can be in equilibrium (P = mg), and it can move vertically 
and horizontally depending on the initial conditions and on the whether P > mg or 
P < mg. This analysis takes into account only two forces: the weight and the thrust force. 
In the case that other forces are acting, too, (waves, engine, wind) the mechanical 
analysis is more complex.



(B) Let us consider now the floating of the solid body which is partly submerged into the 
fluid fig. 4. -  variant (B)
The condition of a stable floating reads:
The solid body partly submerged into the fluid for Icpl < 15° floats stabile, if the center of 
gravity of the mass Cm is under the metacenter M. It should be kept in mind that for 
small deviations Icpl < 15° the thrust force P = pgVP act vertically up. The force acts on 
the coating of the submerged body with the attacking point on the coating. The attacking 
line passes through the center of the thrusting force P = mg, through the symmetry plane 
zOy. It is easier to find this point for the inclined position 0 < tp < 15°. In the 
shipbuilding theory the stability condition is satisfied in two variants:

1. If Cm is under CVp -  a sufficient condition
2. If Cm is above CVp and 8 < r

In the first case the analysis is identical with (A). The second case is partially explained 
in literature [1,2,3]; the shortened version is provided here. The essence of the complete 
analysis is that the center of gravity of the mass Cm in a stable floating must be under the 
metacenter M. Then the weighting force and the thrusting force will act as a couple for 
stabilizing the solid body. The complete calculations [1,2,3] shows that in variant B -  2° 
three important points Cm, Cvp and M have the following distances:

where: Imin(A*) = LB3/12 -the axial moment of the inertia of the surface A* = BL,
which represent the flat surface obtained by the cross section of the solid body coating 
with the horizontal surfase of the fluid. Vp = BL-Zq -  represents the submerged volume 
of the solid body.

This paper stresses particularly that the explanation of the authors of the books 
[1,2,3], that CVp -  center of the pressure is simultaneously the attacking point of force P 
= pgVp is not correct. The following explanation is correct: Its attacking point is at the 
bottom of the solid body coating, it acts vertically up through the metacenter M. If 
equation (1) is applied to parallelepiped

5 — CmCvp r — — MCvp (1)

5 = | ( « - Z o )  = y ( l - * ) 0 < Pjn = k < \  
P

(2)

LBy B2 B2 (3)
12 LBZo \2Z0 12 kH

From the stability condition 5 < r =>



We conclude that parallelepiped floating is stable if its height H is not too high.
The singular points are: k = 0 and k = 1.

\imHkr(k) = \imHkr(k) = °° (5)
k —>0+ k —>1_

f  ( k )

kj = 0.21 k3 = 9/32 = 0.28 k ^ l - k j  k2 = 0.79

Fig. 5. The position of the stable floating of the square B = H < L 
in the density function pm=kp.

In this case the parallelepiped floats stabile in its position (fig. 4.) without any 
restrictions.
Of interest is the case H = B when conditions of the stabile floating is obtained from 
inequality (4) in the form:

f(k) = 6k2 -  6k + 1 > 0 (6)

k1,2 = ( 3 ± 3 1/2)/6, k, = 0.21, k2 = 0.79 (7)

The values k3 and k4 were calculated in the book [3], so that the square can have two 
more stable positions of equilibrium for k! < k < k3 and kj < k < k2, which are located 
between those shown in fig. 5.

The experiment with a wooden square H = B < L shows exactly the same 
situations as fig. 5. That is why it is not strange that the tree of small density pm = kp, k 
< k  upon a longer stay in the water floats stabile in 5 different positions. It changes 
those positions spontaneously depending on the rate of the absorption of the water and 
the change of its density in accordance with fig. 5. The experiments with the cube (B = 
H = L) show the same situation for k < ki and k > k2, while for k3 < k < kj the cube



Fig. 6. Floating of the cylinder in the water (H < Hta)

floats in such a way that it has a big diagonal on its vertical D -  B-31/2. In the case kj < k 
< k3 and Iq < k < k2 the cube has the position of a stabile floating so that the big 
diagonal is neither vertical nor horizontal.

Let us consider now the floating of a circular cylinder of diameter 2R, of height 
FI, density pm = kp, in the water of density p. The condition of a stabile floating 8 < r 
leads to the inequality:

H < D im i~ k )Y U2 = H kr(k) (8)

The singular values are k = 0 and k = 1. The floating will be stabile in the position 
displayed in fig. 6. if H < H^. Apart from that:

limHkrik) = \imHkr(k) = 00 (9)
* - >  o +  k->r

Practically it means that the cylinder which was for a long time in the water upon 
sufficient amount of the absorbed water will have the density:



Pm ~ P “=* k -  1

The consequence of it is that it can float stabile in the position according to fig. 6. Let us 
analyze the real data trees:

Type of the tree k
oak 0.4-0 .96

beech 0.7-0 .97
pine 0.33-0.89

ebony 1 -  1.26

When the tree stays a longer time in the water its density increases according to the table 
below

N° of 
days

k Hk,

1 0.5 0.71D
2 0.6 0.72D
3 0.7 0.77D
4 0.8 0.88D
5 0.9 1.18D
6 0.98 2.53D
7 0.99 3.55D
8 0.999 11.2D

The first days the tree floats in the position (Fig. la), since the limiting height Hfa is 
small. Upon 6 - 7  days = 3.55D, some arbor turn already in the position as in fi
lb. Upon 10 days a much larger number of trees turn, since > 11D; this condition is 
satisfied in a majority of arbors. The analysis carried out on the circular cone turned by 
its top downwards leads to the following inequality:

H < ^- [k1,3( l - k l,3) ] U2 = Hjtr(k) ( 10)

the other values being:

h = H k 1/3, 5 = 3(1- k 1/3)H/4, r = — — £1/3
16 H

So for the special values of k we get:

k Hkr
0.8 1.8D

• 
Cr

q



0.9 2.64D
0.98 6.ID
0.99 8.63D

The experiments with a wooden circular cone show the overlapping with the calculation 
provided.

Conclusion

A homogeneous circular cylinder of density pm = kp, 0 < k < 1 floats in the liquid of 
density p in the position shown in f ig . 6. if H < Hta -  inequality (8). If the cylinder is of 
wood, which at length absorbs the water, then k —» 1', so that from (9) we see that H .̂ 
—» co. That is why a mass turning of arbors from the position, f ig . la into position f ig . lb. 
Afterwards the wooden cylinder sings at the bottom of the lake in a vertical position. 
This conclusion is valid if the initial density 0 < p m<p  0 < k < 1, which is accurate 
in many cases (oak, beech pine, linden). In case of ebony k > 1, the tree sinks stabile 
with the center of gravity Cm below CVp (variant A).
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SP E C T R A L  L IN E  SH A PES IN  A STR O PH Y SIC S

M ilan  S. D im itrijevic

A b s t r a c t . A review of astrophysical problems where data on spectral 
line shapes broadened by charged particle impacts are of interest is given. 
Also, the results of spectral line shapes reserches in Yugoslavia relevant to 
astrophysical problems have been reviewed and discussed.

1. A strophysical problem s where data on spectral line 
shapes broadened by charged particles are needed

From celestial objects out of our Solar system we receive only their radiation 
and only by analysis of this radiation we may derive their properties. One pow­
erful tool for such analyses is spectroscopy and it is interesting how many facts 
we might obtain from spectral lines. We may determine for example the chem­
ical composition, temperature, electron density, surface gravity... In comparison 
with laboratory plasma sources, plasma conditions in astrophysical plasmas are 
incredibly various. Consequently, broadening due to interaction between emitter 
and charged particles (Stark broadening) is of interest in astrophysics in plasmas 
of such extreme conditions like in the interstellar molecular clouds or neutron star 
atmospheres, which can not be obtained in laboratory.

In interstellar molecular clouds, typical electron temperatures are around 30 
K or smaller, and typical electron densities are 2-15 cm- '1. In such conditions, 
free electrons may be captured (recombination) by an ion in very distant orbit 
with principal quantum number (n) values of several hundreds and deexcite in 
cascade to energy levels n  — l ,n  — 2,... radiating in radio domain. Such distant 
electrons are weakly bounded with the core and may be influenced by very weak 
electric microfield. Consequently, Stark broadening may be significant (Omont and 
Encrenaz, 1977). In interstellar ionized hydrogen clouds, electron temperatures are 
around 10 000 K and electron density is of the order of 104 cm-3 (Smirnov et al, 
1984). Corresponding series of adjacent radio recombination lines originating from 
energy levels with high (up to several hundreds) n values are influenced by Stark 
broadening.



For Teff > 104 K. hydrogen, the main constituent of stellar atmospheres is 
mainly ionized, and among collisional broadening mechanisms for spectral lines, 
the dominant is the Stark effect. This is the case for white dwarfs and hot stars 
of 0 , B and A type. Even in cooler star atmospheres as e.g. Solar one, Stark 
broadening may be important. For example, the influence of Stark broadening 
within a spectral series increases with the increase of the principal quantum number 
of the upper level (Dimitrijevic and Sahal-Brechot, 1984ab; 1985) and consequently, 
Stark broadening contribution may become significant even in the Solar spectrum 
(Vince and Dimitrijevic, 1985; Vince et al, 1985ab).

If you look for the star with the largest importance of Stark broadening, among 
such stars are PG1159 stars, hot hydrogen deficient pre-white dwarfs, with effective 
temperatures ranging from Te/ /  =  100 000 K (for PG1424+535 and PG1707+427) 
to Tef f  = 140 000 K (for PG1159-035 and PG1520+525) (Werner et al, 1991). 
All such stars have the similar high surface gravity (log 5 =  7). The photospheres 
are dominated by helium and carbon with a significant amount of oxygen present 
(C/He = 0.5 and O/He =  0.13) (Werner et al, 1991). Their spectra, strongly 
influenced by Stark broadening, are dominated by He II, C IV, O VI and N V lines.

The densities of matter and electron concentrations and temperatures in at­
mospheres of neutron stars are orders of magnitude larger than in atmospheres of 
white dwarfs, and are typical for stellar interiors. Surface temperatures for the 
photospheric emission are of the order of 106 - 107 K and electron densities of the 
order of 1024 cm-3 (Madej, 1989: Paerels, 1997). In Paerels (1997) has been ob­
tained that the final opacity profile of He-like iron resonant line is therefore given 
by a Voigt profile, with a total damping parameter equal to the sum of natural 
and Stark (electron - impact) broadening. With the improved sensitivity of space 
born X-ray instruments, spectral lines originating from neutron star atmospheres 
should be resolved in the near future. Since the characteristic density in the atmo­
sphere is directly proportional to the acceleration of gravity at the stellar surface, 
measurement of the pressure broadening of absorption lines will yield a direct mea­
surement of M / R 2, where M  and R  are the stellar mass and radius. When this is 
coupled with a measurement of the gravitational redshift (proportional to M / R)  in 
the same, or any other, line or set of lines, the mass and radius can be determined 
separately. These mass and radius measurements do not involve the distance to 
star, which is usually poorly determined, or the size of the emitting area (Paerels, 
1997).

To the increasing needs for Stark broadening data, have especially contributed 
the space born spectroscopic instruments and the development of computers. With 
the development of space astronomy, an extensive amount of spectroscopic informa­
tion over large spectral regions of all kind of celestial objects has been and will be 
collected, stimulating the spectral—line—shape research. Moreover, due to drastical 
increase of accuracy and possibilities, even the spectra of trace elements obtain an 
increasing astrophysical interest.

Development of computers also stimulated the need for a large amount of 
atomic and spectroscopic data, enabling the research on more complex problems 
than before. Particularly large number of data is needed for example for opacity



calculations. An illustrative example might be the article on the calculation of 
opacities for classical Cepheid models (Iglesias et al, 1990), where 11 996 532 spec­
tral lines have been taken into account and where Stark broadening contribution 
has been calculated within the Modified semiempirical method of Dimitrijevic and 
Konjevic (1980).

Interesting investigations which become possible with the development of com­
puter technology, are calculations of equivalent width changes with the age in star- 
burst stellar clusters and galaxies. In Gonzales - Delgado et al (1999), the change 
of particular hydrogen and helium lines equivalent widths during 500 milion years, 
has been calculated and compared with observations of stellar clusters of the Large 
Magellanic Clouds, the super - star clusters in the starburst galaxy NGC 205, the 
nucleus of the dwarf elliptic galaxy NGC 205, and a luminous ”E+A” galaxy. Cal­
culations have been done in two steps. First, the population of stars of different 
spectral types, as a function of age are calculated, and then the profiles of the lines 
are synthesized by adding the different contributions from stars. For spectral line 
profiles synthesis the effects of natural, Stark, Van der Waals and thermal Doppler 
broadening have been taken into account.

2. Line shapes investigations in Yugoslavia and Serbia 
w ithin the period march 1997 — 31 decem ber 2000 and 

astrophysical significance of som e of obtained results

From the first paper on spectral line shapes investigations published in 1962 
by Vladis Vujnovic, up to the 31 December 2000, 1427 (1222 by Serbian authors) 
bibliographic items have been published by 179 Yugoslav authors, among them 152 
from Serbia, 26 from Croatia and 1 living in France (Dimitrijevic, 1990; 1991; 1994; 
1997, 2001a). We will review here shortly, the principal investigated problems, ac­
cording to analysis in Dimitrijevic (2001a) for the period March 1997 - 31 December 
2000 .

Stark broadening of hydrogen and hydrogen-like emitter lines, has been studied 
in particularly for H beta line. Its profile assymetry, shifts of central parts, theo­
retical Stark broadened profile, line shape in coaxial diode discharge, the influence 
of the fine structure to line shape in a glow discharge cathode fall region, the appli­
cation of line shape for electron density diagnostics in the range 102O-1021 m -3 and 
the effect of magnetic field on its emission from a T-tube plasma have been con­
sidered. Also a paper is devoted to the program for electron density determination 
from the experimental H beta line profile. The influence of the fine structure to the 
Stark splitting of the H gamma line in an external electric field, characteristic line 
profile parameters of hydrogen Balmer lines in such a field, Stark broadening of He 
II Paschen alpha line shapes, and the use of atomic hydrogen line shapes for the 
excited hydrogen atoms temperature determination in a glow discharge have been 
considered as well.

Work on the experimental determination of Stark broadening parameters of 
nonhydrogenic atom and ion spectral lines has been continued during the considered 
period: Stark broadening of folowing atoms and ions has been investigated: Ar I,



Ar II, Ar IV, B II, C II, C III, C IV, F II, F III, He I, Kr I, Kr II, Kr III, N II, 
N III, N IV, N V, Ne I, Ne II, Ne III, Ne I V, 0  II, 0  III, 0  V, 0  VI, S IV, Si 
I. Moreover, ion broadening parameters have been determined for Ar I and C I. 
Also, the influence of ion dynamics, temperature dependence, departure from LS 
coupling and Li-, Be-, B- and C-isoelectronic sequences have been investigated, as 
well as the use of relative intensities of forbidden and allowed components of He 
I lines for electric field measurements and the use of non hydrogenic spectral line 
shapes for the electron density diagnostics of inductively coupled plasmas, fitting 
procedures for recovering the profile of spectral lines and deconvolution procedure,

Using the semiclassical perturbation approach (Sahal-Bre chot, 1969ab), the 
spectra of following elements have been investigated 'within the considered 1997 - 
2000 period: Zn I, Ca I, Au I, Sr I, Mg II, T1 III, In III, Y III, Ne IV, Pb IV, P IV, 
V V, S V, F VI, Cl VII, 0  V II, Ar VIII, K VIII, Kr VIII, K IX, Ca IX, Ca X, Na 
X, Sc X, Mg XI, Si XI, Ti XI, Sc XI, Ti XII, Si XIII and V XIII.

When it is not possible to use the semiclassical perturbation approach with 
the appropriate accuracy due to the lack of reliable atomic data, the modified 
semiempirical method (Dimitrijevic and Konjevic, 1980) can be used and within 
the considered period have been obtained Stark broadening data for spectral lines 
of the following emitters: Au II, Bi III, Co II, Co III, Cu III, Eu II, Eu III, Ga III, 
Kr II, Kr III, La II, La III, Mn II, Na II, Nd II, Pd II, Ra II, Sc II, Sn II, Sr III, 
Ti II, Ti III, TI II, V II, V III, V IV, Xe II, Y II, Zr II and Zr III.

A special attention has been paid in a number of papers to the investigation of 
regularities and systematic trends of Stark broadening parameters. Similarities of 
Stark broadening parameters ■within supermultiplet have been investigated as well 
as Stark parameters dependence on the emitter rest core charge (seeing by optical 
electron) within a transition array, ion off-resonances and isoelectronic sequences, 
Stark width regularities along the argon isonuclear sequence and within Ar II spec­
trum. By using regularities and systematic trends, Stark broadening parameters of 
a number of ion lines have been predicted.

Astronomical aspects of spectral line shapes research were studied in a number 
of publications, as Balmer emission in Solar and AGN coronas, white dwarfs and 
stellar flares, modeling of double-peaked lines in AGN, Sy I and quasar spectra, 
line profiles variation in Mrk 817, spectral line investigation of active galactic nu­
clei, Lyman alpha forest and the total absorption cross-section of galaxies, QSO 
environment and associated damped Ly alpha galaxies, diffuse bands in interstel­
lar spectra and fullerenes, contribution of interstellar matter to linewidths of Ca II 
lines in spectra of late type stars, line profile variability of non-radially pulsating Be 
stars, zirconium conflict in abundance determination, Stark broadening mechanism 
in stellar atmospheres, the chromospheric behaviour of photospheric Mn I 539.47 
nm spectral lines, spectroscopic investigations during Solar eclipses, the influence 
of Belgrade Solar spectrograph’s apparatus function on line profiles and solution of 
the non LTE transfer problem using the method of iteration factors.



A strophysical im portance of our sem iclassical 
results and of m odified sem iem pirical approach

In spite of the fact that the most supnisticated theoretical method for the 
calculation of a Stark broadened line profile is the quantum mechanical strong 
coupling approach, due to its complexity and numerical difficulties, only a small 
number of such calculations exist (see e. g. references in Dimitrijevic, 1996). As an 
example, the first calculation of Stark broadening parameters within the quantum 
mechanical strong coupling method for a nonhydrogen neutral emitter spectral lines 
is for Li I 2s25  — 2p2P° transition (Dimitrijevic et al, 1981).

In a lot of cases such as e.g. complex spectra, heavy elements or transitions 
between highly excited energy levels, the more sophysticated quantum mechanical 
approach is very difficult or even practically impossible to use and, in such cases, 
the semiclassical approach remains the most efficient method for Stark broadening 
calculations.

In order to complete as much as possible Stark broadening data needed for 
astrophysical and laboratory plasma research and stellar opacities calculations we 
are making a continuous effort to provide Stark broadening data for a large set of 
atoms and ions. Using the computer code developed by Benett and Griem (1971) 
for neutrals and by Jones et al (1971, see also Griem, 1974) for singly charged ions 
and adapted by Dimitrijevic for multiply charged ions, Stark broadening data for 
Br I, Ge I, Hg I, Pb I, Rb I, Cd I, Zn I, 0  II, 0  III, C III, C IV, N II, N III, 
N IV, S III, S IV, Cl III, Ti II and Mn II spectral lines have been obtained (see 
Dimitrijevic, 1996, 2001b and references therein).

In a series of papers we have performed large scale calculations of Stark broad­
ening parameters for a number of spectral lines of various emitters, within the semi- 
classical - perturbation formalism (Sahal-Brechot, 1969ab), for transitions when a 
sufficiently complete set of reliable atomic data exists and a good accuracy of ob­
tained results is expected. All innovations and optimizations of the computer code 
have been discussed several times (see e.g. Dimitrijevic and Sahal-Brechot, 1996a, 
2000). Extensive calculations have been performed, up to now for a number of 
radiators, and consequent^, Stark broadening parameters for: 79 He, 62 Na, 51 K, 
61 Li, 25 Al, 24 Rb, 3 Pd^ 19 Be, 270 Mg, 31 Se, 33 Sr, 14 Ba, 189 Ca, 32 Zn, 6 
Au, 48 Ag, 28 Ca II, 30 Be II, 29 Li II, 66 Mg II, 64 Ba II, 19 Si II, 3 Fe II, 2 Ni 
II, 22 Ne II, 12 B III, 23 Al III, 10 Sc III, 27 Be III, 5 Ne III, 32 Y III, 20 In III, 2 
Tl III, 2 Ne IV, 10 Ti IV, 39 Si IV, 90 C IV, 5 0  IV, 114 P IV, 2 Pb IV, 19 O V, 
30 N V, 25 C V, 51 P V, 34 S V, 26 V V, 30 O VI, 21 S VI, 2 F VI, 14 O VII, 10 
F VII, 10 Cl VII, 20 Ne VIII, 4 Iv VIII, 9 Ar VIII, 6 Kr VIII, 4 Ca IX, 30 K IX, 8 
Na IX, 57 Na X, 48 Ca X, 4 Sc X, 7 Al XI, 4 Si XI, 18 Mg XI, 4 Ti XI, 10 Sc XI, 9 
Si XII, 27 Ti XII, 61 Si XIII and 33 V XIII multiplets become available, while the 
data for particular lines of F I, B II, C III, N IV, Ar II, Ga II, Ga III, Cl I, Br I, I 
I, Cu I, Hg II, N III, F V and S IV also exist (references of corresponding articles 
may be found in Dimitrijevic, 1996; 2001b)

Our semiclassical Stark broadening parameters, were used for different astro- 
physical problems (see the corresponding references in Dimitrijevic, 2001b). Since



the helium has the largest cosmical abundance after hydrogen, it is naturally that 
our He Stark broadening data have been often used for different investigations in 
astrophysics. They have been used for the considerations of following astrophysics! 
problems: non LTE model analysis of the interacting binary /? Lyrrae; variability 
investigations of Balmer lines in Ap stars; investigations of peculiar helium - strong 
stars S Orionis C and HD 58260, the chemical composition of the northern double 
cluster h and x  Persei and the loose association Cepheus OBIII; the role of blending 
in the He singlet lines formation in Bp star atmospheres; the critical analysis of 
the ultraviolet temperature scale and the effective temperature calibration of white 
dwarfs; the investigation of extreme helium star BD-90-4395; the ionization and 
excitation in cool giant stars; the constitution of the atmospheric layers and the 
extreme ultraviolet-spectrum of hot hydrogen rich white dwarfs; spectral properties 
of hot hydrogen rich white dwarfs with stratified H/He model; radiative accelera­
tions on iron; radiative acceleration of helium in the atmospheres of sdOB stars; 
research of stars with peculiar helium and noble gases abundances; a spectroscopic 
analysis of DAO and hot DA white dwarfs. They entered in a spectrum synthesis 
program for binary stars (Linnell and Hubeny, 1994) and have been used for atmo­
sphere research, helium surface mapping and spectrum variability considerations of 
ET Andromedae, for the investigation of the He I A 10830 A formation mechanism 
in classical cepheides, for the consideration of hot white dwarfs in the Extreme- 
Ultraviolet Explorer survey, for the search for forced oscillations in the eclipsing 
and spectroscopic binary V436 Persei-1 Persei, for investigations of helium abun­
dance in He rich stars and white dwarfs; for a study of the effect of diffusion and 
mass-loss on the helium abundance in hot white dwarfs and subdwarfs, for the spec­
tral analysis of the low gravity extreme helium stars LSS 4357, LS 11+3305 and 
LSS 99 and the field horizontal - branch B-type star Feige 86, for comparison with 
theoretical results obtained within the Stark broadening theory of solar Rydberg 
lines in the far infrared spectrum, for a discussion of He I 2P-nD line formation 
in A Eridani, for a study of the atmospheric variations of the peculiar B(e) star 
HD 45677 (FS Canis Majoris), for a new method for fitting observations with syn­
thetic spectra, for the consideration of the abundance of He3 isotope in HgMn star 
atmospheres, and investigation of the helium stratification in the atmospheres of 
magnetic helium peculiar stars.

Our semiclassical Stark broadening results which have the highest impact in 
astrophysics, concern ionized silicon spectral lines. Results of our semiclassical 
investigations (Lanz et al, 1988) have been used (see references in Dimitrijevic, 
2001a) for silicon abundance analyses with co-added DAO spectrograms, of the 
HgMn stars tp Herculis, 28 Herculis, HR 7664, v Cancri, i Coronae Borealis, HR 
8349, tr Bootis, v  Herculis, HR 7361, HR 4072, HR 7775, B stars tt Ceti, 134 
Tauri, 21 Aquilae, v Capricorni, 7 Pegasi, t Herculis, £ Draconis, 7 Lyrae, 8 Cygni, 
22 Cygni, B and A stars 7 Geminorum, 7 Sextantis, HR 4817, HR 5780, HD 
60825, Merak, 7r Draconis, k Cephei, early A type stars 68 Tauri, 21 Lyncis, a 
Draconis, 2 Lyncis, u  Ursae Majoris, cp Aquilae, 29 Vulpeculae, a Aquarii normal 
F main sequence stars 9 Cygni, t Piscium, a Bootis, the metallic lined stars 15 
Vulpeculae, 32 Aquarii, HR 4072B, 60 Leonis, 6 Lyrrae, silicon abundance analyses



with Complejo Astronomico el Leoncito REOSC echelle spectrograms of k Cancri, 
HR 7245, ksi Octantis, HR 4487, 14 Hydrae, 3 Centauri A, silicon abundance studies 
of CP stars HD 43819, HD 147550, x  Lupi, 21 Canum Venaticorum, HD 133029, HD 
192913, silicon abundance determination for 7 Geminorum, HR 1397, HR 2154, HR 
60825 and 7 Sextantis. Our data have also been used for a discussion on the future 
of stellar spectroscopy, investigation of blue stragglers of M 67, determination of the 
effective temperature of B-type stars from the Si II lines of the UV multiplet 13.04 
at 130.5 - 130.9 nm, analysis of the red spectrum of Ap stars, NLTE Analysis of 
subluminous O type hot subdwarf in the binary system HD 128220, a discussion of 
the role of spectral line Stark shifts for stellar chemical composition determination 
with the method of atmospheric model, a discussion of the nature of the F str A 
4077 type stars and have been used for atmosphere research, He surface mapping 
and spectrum variability considerations of ET Andromedae.

Semiclassical Stark broadening data on N II, N III and N IV lines obtained 
in Dimitrijevic and Konjevic (1981a) have been used for the investigation of the 
chemical composition of the young open cluster NGC 6611 (Brown et al, 1986). Our 
data for Ga II (Dimitrijevic and Artru, 1986) have been used for galium abundance 
analysis of k Cancri (Ryabchikova and Smirnov (1994), normal late B (Smith, 1996) 
and HgMn stars (Smith, 1995; 1996) and for a discussion on anomalous gallium line 
profiles in HgMn stars as a possible evidence for chemically stratified atmospheres 
(Dworetsky et al, 1998). Our semiclassical results for lithium (Dimitrijevic and 
Sahal-Brechot, 1991) have been used for a study of the non-LTE formation of Li I 
lines in cool stars (Carlson et al, 1994), Results from Dimitrijevic et al (1991) for 
C IV have been used for the consideration of the influence of gravitational settling 
and selective radiative forces in PG 1159 stars (Unglaub and Bues, 1996), high 
resolution UV spectroscopy of two hot (pre-) white dwarfs (KPD 0005+5106 and 
RXJ 2117+3412) with the Hubble Space Telescope (Werner.et al, 1996), spectral 
energy - distribution and the atmospheric properties of the helium-rich white-dwarf 
MCT 0501-2858 (Vennes et al, 1998) and for an investigation of stellar masses, 
kinematics, and white dwarf composition for three close DA+dMe binaries (Vennes 
et al, 1999). Stark broadening data for N V spectral lines from Dimitrijevic and 
Sahal-Brechot (1992a) have been used for the spectral analysis of the planetary 
nebula K 1-27 (Rauch et al, 1994) and data for O VI in Dimitrijevic and Sahal- 
Brechot (1992b) for spectral analysis of the multiple-shell planetary nebula LoTr4 
(Rauch et al, 1996) and for very hot hydrogen - deficient central stars of both 
nebulae, as well as for the study of the EUV spectrum of the unique bare stellar core 
H1504+65 (Werner and Wolf, 1999). Our Stark-broadening parameters of ionized 
mercury spectral lines of astrophysical interest (Dimitrijevic 1992), have been used 
for determination of Hg abundances in normal late-B and HgMn stars from co­
added IUE spectra (Smith, 1997); our data for Ca II (Dimitrijevic and Sahal- 
Brechot, 1993) for abundance analyses of the double-lined spectroscopic binary a  
Andromedae (Ryabchikova et al, 1999), and our data for Mg I (Dimitrijevic and 
Sahal-Brechot, 1996) for a non-LTE analysis of Mg I in the solar atmosphere (Zhao 
et al, 1998).

In a large number of cases, especially for more complex spectra of heavier atoms,



there is no enough data to apply semiclassical perturbation method in an adequate 
way. In order to minimize the needed atomic data and provide to astrophysicists 
and physicists an adequate method for Stark broadening data calculations in such 
a situation, we have developed the modified semiempirical approach (Dimitrijevic 
and Konjevic, 1980; 1981b; 1987; Dimitrijevic and Krsljanin, 1986). In fact, if 
there are no perturbing levels strongly violating the assumed approximation, for 
e.g. the line width calculations, we need only the energy levels with An =  0 and 
(.if — l i f  ±  1, since all perturbing levels with An ^  0, needed for a full semiclasical 
investigation, are lumped together and approximately estimated. Here, n is the 
principal and l  the orbital angular momentum quantum numbers of the optical 
electron and with i and /  are denoted the initial and final state of the considered 
transition.

Due to the considerably smaller set of needed atomic data in comparison with 
the complete semiclassical (Sahal-Brechot, 1969ab) method, the MSE method is 
particularly useful for stellar spectroscopy depending on very extensive list of ele­
ments and line transitions with their atomic and line broadening parameters where 
it is not possible to use sophysticated theoretical approaches in all cases of interest.

The MSE method is also very useful whenever line broadening data for a large 
number of lines are required, and the high precision of every particular result is not 
so important like e.g. for opacity calculations or plasma modeling. Moreover, in 
the case of more complex atoms or multiply charged ions the lack of the accurate 
atomic data needed for more sophysticated calculations, makes that the reliability 
of the semiclassical results decreases. In such cases the MSE method might be very 
interesting as well.

In order to complete as much as possible the needed Stark broadening data, Bel­
grade group (Milan S. Dimitrijevic, Luka C. Popovic, Vladimir Krsljanin, Dragana 
Tankosic, Nenad Milovanovic) used the modified semiempirical method to obtain 
the Stark width and in some cases shift data for a large number of spectral lines 
for the different atom and ion species. Up to now (see references in Dimitrijevic, 
2001b) spectral line Stark widths for:

6 Fe II, 4 P t II, 16 Bi II, 12 Zn II, 8 Cd II, 18 As II, 10 Br II, 18 Sb II, 8 I II, 
20 Xe II, 138 Ti II, 3 La II, 16 Mn II, 14 V II, 6 Eu II, 37 Kr II, 6 Y II, 6 Sc II, 4 
Be III, 4 B III, 13 S III, 8 Au II; 8 Zr II, 53 Ra II, 3 Mn III, 10 Ga III, 8 Ge III, 
4 As III, 3 Se III, 6 Mg III, 6 La III, 5 Sr III, 8 V III, 210 Ti III, 9 C III, 7 N III, 
11 O III, 5 F III, 6 Ne III, 8 Na III, 10 A1 III, 5 Si III, 3 P III, 16 Cl III, 6 Ar III, 
30 Zr III, 2 B IV, Cu IV, 30 V IV, 14 Ge IV, 7 C IV, 4 N IV, 4 O IV, 2 Ne IV, 4 
Mg IV, 7 Si IV, 3 P IV, 2 S IV, 2 Cl IV, 4 Ar IV, 3 C V, 50 O V, 12 F V, 9 Ne V, 
3 A1 V, 6 Si V, 11 N VI, 28 F VI, 8 Ne VI, 7 Na VI, 15 Si VI, 6 P VI, and 1 Cl 
VI transitions have been calculated. The shift data for 16 Bi II, 12 Zn II, 8 Cd II, 
18 As II, 10 Br II, 18 Sb II , 8 I II, 20 Xe II, 5 Ar II, 6 Eu II, 14 V II, 8 Au II, 14 
Kr II and 138 Ti II transitions have been calculated. Moreover, 286 Nd II Stark 
widths have been calculated (Popovic et al, 2001) within the symplified modified 
semiempirical approach (Dimitrijevic and Konjevic, 1987).

Calculations" within the our modified semiempirical approach, for comparison 
with experimental data or testing of the theory have been performed also by other



authors (see references in Dimitrijevic, 2001b) for Stark widths for 14 A1 I, 46 A1 
II, 12 A1 III, 1 C IV, 1 N V, 1 0  VI, 1 Ne VIII, 3 N III, 3 0  IV, 3 F V, 2 Ne VI, 
12 C IV, 4 C II, 5 N II, 3 0  II, 4 F II, 3 Ne II, 1 N II, 8 S II, 2 Ne VII, 4 N III, 2 
F V, 2 Ne III, 2 Ar III, 2 Kr III, 2 Xe III, 3 Si III, 3 Ne III, 2 Ar III, 2 Kr III, 2 
Xe III transitions. Moreover, Stark widths and shifts for 2 Cl II and 6 Ar III lines 
have been calculated.

The modified semiempirical method and Stark broadening parameters calcu­
lated within this approach have been applied in astrophysics e.g. for the determi­
nation of carbon, nitrogen and oxygen abundances in early B-type stars (Gies and 
Lambert, 1992) magnesium, aluminium and silicon abundances in normal late-B 
and HgMn stars, from co-added IUE spectra (Smith, 1993) and elemental abun­
dances in hot white dwarfs (Chayer et al, 1995a), investigations of abundance anom­
alies in stars (Michaud and Richer, 1992), elemental abundance analyses with DAO 
spectrograms for 15 - Vulpeculae and 32 - Aquarii (Bolcal et al, 1992), radiative 
acceleration calculation in stellar envelopes (Le Blanc and Michaud, 1995; Gon­
zales et al, 1995ab; Alecian et al, 1993; Seaton, 1997), consideration of radiative 
levitation in hot white dwarfs (Chayer et al, 1995ab), quantitative spectroscopy of 
hot stars (Kudritzki and Hummer, 1990), non - LTE calculations of silicon - line 
strengths in B - type stars (Lennon et al, 1986), stellar opacities calculations and 
study (Iglesias et al, 1990; Iglesias and Rogers, 1992; Rogers and Iglesias, 1992; 
1995; 1999; Seaton, 1993; Mostovych et al, 1995), atmospheres and winds of hot 
stars investigations (Butler, 1995), investigation of Ga II lines in the spectrum of 
Ap stars (Lanz et al, 1993). Stark broadening data calculated within the modi­
fied semiempirical method entered in a critical overview of atomic data for stellar 
abundance analysis (Lanz et Artru, 1988), and a catalogue of atomic data for low- 
density astrophysical plasma (Golovatyj et al, 1997). The modified semiempirical 
method entered also in computer codes, as e. g. OPAL opacity code (Rogers and 
Iglesias, 1995), handbooks (Peach, 1996; Vogt, 1996) and monographs (Gray, 1992; 
Griem, 1997; Konjevic, 1999).

Our Stark broadening results are of interest not only in astronomy but also for 
laboratory, fusion, laser produced and technological plasma diagnostics, analysis 
and modeling, for design of existing and development of new lasers, for optimization 
of light sources etc, and -were also used and cited in such investigations. In order to 
make the application and usage of our Stark broadening data obtained within the 
semiclassical and modified semiempirical approaches more easier, we are organizing 
them now in a database BELDATA.
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Abstract. The possibilities of active control of the beam and plate structure 
were investigated in the work. The bases for the investigation of the structures’ 
behavior under excitation by disturbances were the state space models obtained 
through the finite element analysis procedure. The aim of control was to reduce 
the vibrations of the mechanical structures caused by exciting forces with 
frequencies corresponding to eigenmodes of the plate. Different types of 
controllers were designed and through the verification of designed control laws 
performed by computer simulations, optimal tracking system based on LQ 
controller was adopted as the most acceptable solution. Designed controller 
successfully faced the disturbance and performed good behavior in the sense of 
oscillation magnitude reduction and stability margins.

Key words: clamped beam, plate structure, active vibration control, digital 
tracking system based on optimal LQ regulator.

1. Introduction

The paper treats the problem of an active control of considered mechanical structures in 
order to provide vibration reduction. Specific models regarding beam and plate 
structures were considered and vibration control based on optimal LQ tracking system 
was applied to these particular cases. Considered mechanical structures were supposed to 
be acted upon by exciting periodic sine-type forces with frequencies corresponding to 
the eigenfrequencies of mechanical structures which represent critical cases because of 
the possibility of resonance and system destruction. Complete control design procedure 
was performed in the case of beam and plate structure and designed control laws were 
verified by simulations. Piezoelectric patches were used as sensors and actuators.

2. Control of the Clamped Beam

This part of the work concerns control design problem for the model of the beam 
clamped at one end. The basis for the investigation of the beam behavior under



excitation by disturbances is the state-space model obtained through the finite element 
analysis procedure ([1], [2], [3], [4]). Proposed controller fulfills the conditions of 
acceptable stability margins and provides desired magnitudes and frequencies of the 
beam end oscillations as an alternative to complete vibration damping which is not 
possible due to the system uncontrollability.

2.1 Plant Description and the State-Space Model. The plant considered is a clamped 
beam treated as active plate structure controlled by four piezoelectric patch actuators 
attached to the beam, two on the top and two on the bottom of the plate. Geometry of the 
plant as well as the plate, actuator and sensor properties are listed in Fig.l. At first step 
the plant was represented in the form of a finite element model with a mesh of 235 
passive and 80 active Semiloof shell elements ([1], [2], [4]). On the basis of this mesh 
the eigenfrequencies and eigenmodes were calculated. Considered frequencies which are 
of interest for bending mode study cases are /j=17.2Hz, / 2=108.6Hz, / 4=302.9Hz and 
f 6=606.1Hz. Exciting forces F(r)=Asin(co,r) exerted at the corner points of the beam end 
were chosen according to the eigenfrequencies of interest.

Plate model was modally reduced and transformed into the state-space model 
using the finite element software [1]. Via data exchange interface the model was 
exported into Matlab/Simulink as a software environment for controller design and 
testing. The controller design investigation starts with the continuous state-space model:



x = Ax + Bu + Ed 
y  =  Cx + Du + Fd

with appropriate state-space matrices:

0 0 0 0 0.0000001 0 0 0
0 0 0 0 0 -0.046581 0 0
0 0 0 0 0 0 0.00000010 0
0 0 0 0 0 0 0 0.00000010

-0.001171 0 0 0 -0.000002 0 0 0
0 0.04658 0 0 0 -0.000002 0 0
0 0 - 0.362499 0 0 0 - 0.00000080 0
0 0 0 -1.450350 0 0 0 0.00000122

" 0 0 0 0 ■ 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0

-0.00608366
0
0.00608367

0
-0.00366187

0
0.00366187 ■ fcq II o u«

0
0.18138856

0
0.18138856

-0.13753931 0.13753931 0.13713482 -0.13713482 -1.11557656 -1.11557656
-0.34219542 0.34219542 1.21732159 -1.21732161 3.23297778 3.23297781
-1.08861338 1.08861361 0.10482408 -0.10482390 6.25304539 6.25313464

C  = [l .54877435 -0.23953924 0.0893192 0.04332433 0 0 0 Oj fl = [o 0 0 ol F = [0 o]

2.2. Disturbance Impact Reduction using Optimal Digital LQ  Tracking System. For
the purpose of vibration reduction digital tracking system with additional dynamics 
based on optimal LQ regulator ([5], [6], [7], [8]) was designed. Additional dynamics is 
introduced in order either to track specified reference input or to reject disturbances. In 
this case both applications were used.

First the controller which reduces the magnitude of beam end oscillations was 
designed using additional dynamics. Additional dynamics is determined in the state- 
space form on the basis of disturbance and/or reference input poles. In this case 
disturbance (excitation force) is sine function and thus the 5-plane poles of disturbance 
are complex conjugate numbers Xii2=±y'co,-, where co,—2itf, and f  (/= 1, 2, 4, 6) are 
eigenfrequencies for bending modes. On the basis of z-plane pole locations obtained by 
mapping, polynomial 5(z) was obtained in the form:

def
S ( z ) =  n ( z - e  , T ) m/ =  z '  +  S j z ^  +  .-. +  S , .  ( 2)

i

Here s-2  since there are two disturbance poles. Matrices of additional dynamics and 
Ta are determined on the basis of the coefficients of the polynomial 5(z):



' -8 j 1 0 • • o' ' - S i  '
- s 2 0 1 • • 0 - 5 2

o  =^  a
-5,_i 0 0 • • 1

. r a =
- V i

. - 5; 0 0 • • 0 . - 8, .

Discrete-time design model (<£>* Fd) is formed as a cascade combination of additional 
dynamics (Oa, Ta) and discrete-time plant model (®, F) obtained for specified sampling
time T:

where
xd[k+1] = <Sdx d[k] + Tdu[k]

x d[k] =
x[k]
x a m y

O 0 
T„C O n

r d =
T
0

(4)

(5)

Feedback gain matrix L of the optimal LQ regulator is calculated on the basis of design 
model (4) in such a way that the feedback law u[k]--Lxd[k] minimizes the performance
index:

J = - f J(xd[k]T Qxd[k] + u[k]r Ru[k]) (6)
2 k= 0

subject to the constraint equation (4) where Q and R are symmetric, positive-definite 
matrices. Feedback gain matrix L is afterwards partitioned into submatrices Lj and Lj 
corresponding to the plant and additional dynamics, respectively. Partitioned feedback 
gain matrix is implemented in the control system as shown in Fig.2.

Fig. 2

Additional dynamics for the sine disturbance input is of the second order and 
thus the order of design model is 10. Adopted sampling time is T=0.0001s. Through 
several simulation steps, matrices Q and R in the performance index (6) for LQ 
regulator design were adopted to provide the response with acceptable trade-off between 
vibration magnitude and control effort.

g=diag(1000,... 1000)ioxio, R=I (/ unity matrix 4x4) (7)
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Fig. 4

Simulations were performed for sine disturbances, magnitude 0.01 and different 
frequencies corresponding to eigenfrequencies: fa, fi, fa and fa. Obtained simulation 
results are shown in Fig. 3. Diagrams on the left-hand side represent the response i.e. 
displacement of the beam end in case when the controller is on from the very beginning 
of the simulation; right hand-side diagrams represent the response when the controller is 
switched on 0.5s after the beginning of simulation. The time axis is set in seconds.

Simulation results show great improvement in comparison with the response 
without controller. The results are acceptable from the control point of view, since the



maximum voltage (for : /i=17.2Hz) is less than 25V. Stability margins were also 
calculated and they are: upper gain margin for inputs and u2\ 3.46dB, upper gain 
margin for w3 and u4: 3.08dB, lower gain margin for all inputs: -30.1dB and phase 
margin: 128°.

Another step forward in controller design was done by providing not only 
reduction of the vibration magnitude, but also the reduction of the frequency. Namely, 
optimal LQ tracking system provides tracking of specified reference input which was 
also introduced in this step. On the other hand additional dynamics was determined for 
disturbance as well for reference input 0.01sin(27tfif) modeling. Thus, design model of 
the 14th order was obtained and through the simulation process, weighting matrices for 
optimal LQ regulator design were adopted to be: <2=diag(1000, ... 1000)i4xi4, R= 
diag(100, ... 100)4x4.

Simulation results in Fig. 4 show that for disturbance frequencies / 2=108.6Hz 
and /4=302.9Hz, controller provided oscillations of the beam end with less magnitudes 
and frequencies than without controller, while for disturbance frequency/6=606.1Hz 
only the frequency was reduced. Left-hand side diagrams represent displacement with 
controller switched after 0.5s after the beginning of simulation and right-hand side 
diagrams represent control voltage signal. The time axis is set in seconds.

3. C ontrol o f the plate structure

The possibility of active control of the plate structure was investigated in this 
part of the work. As a result of a finite element analysis procedure the MIMO state space 
model of the plate structure was obtained [1] as a base for the controller design. 
Proposed controller was obtained using the procedure for optimal tracking system design 
and the control law was verified using Matlab/Simulink simulations. Designed controller 
performs very good behavior in the sense of oscillation magnitude reduction and stability 
margins.

3.1 P lant D escription and the State-Space M odel. Active plate structure considered in 
this work was represented in the form of a finite element model with a mesh of 892 
normal Semiloof shell elements and 8 active Semiloof shell elements [1], The plant is 
controlled by four actuators placed on the top of the plate, while displacement is detected 
by four sensors placed on the bottom of the plate. The system is excited by disturbance 
force F(r)=Asin(tO,f) with different frequencies C0,=27p° corresponding to 
eigenfrequencies/i (i=l,...,5) of the plate. These eigenfrequencies correspond to bending 
modes of the plate. It should be noted that/3,4 is double eigenfrequency. Geometry of the 
plant as well as the plate, actuator and sensor properties are listed in Fig. 5.

Plate model was modally reduced and transformed into the state-space model 
(1) using the finite element software [1]. Via data exchange interface the model was 
exported into Matlab/Simulink as a software environment for controller design and 
testing. Appropriate state-space matrices of the MIMO model (1) are listed below.



ac tu a to r /sen so r

M aterial:

Plate:
E = 2.06-105N/mm2 
v = 0.3
p = 7.86-1CT9 Ns2/min4 
t = 0.9 mm (thickness)

Actuator/sensor:
En -  E22=3.77-104 N/rrtm2 
G12 — 1.3 -104 N/mm2 
v = 0.38
p = 7.85'10"9Ns2/mm4

d31 = 2.11CT7 mm/V 
k33 = 3.36-10-9 F/m 
t = 0.4 mm (thickness)

Fig. 5

0 0 0 0 0.000100 0 0 0
0 0 0 0 0 0.000100 0 0
0 0 0 0 0 0 0.000100 0

04 ■ 0 0 0 0 0 0 0 0.000100
-1.099966 0 0 0 -0.000159 0 0 0

0 -2.645441 0 0 0 -0.000553 0 0
0 0 -  6.642902 0 0 0 -0.000515 0
0 0 .0 9.72129031 0 0 -0.000131

_ 0.221510 0.173010 0.100141 -0.097934 0 0 0 o ' '0 0 0 o' 'o'
- 0.268108 0.178599 -0.091541 0.075256 0 0 0 0

D  =
0 0 0 0

F  =
0

- 0.256084 -0.140939 0.115913 0.078263 0 0 0 0 0 0 0 0 0
0.268928 -0.178315 -0.092725 -0.074636 0 0 0 0_ 0 0 0 0 0



0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

E  = 104 •
-0.102529 -0.115996 -0.112300 -0.099174 -0.234125

0.383279 0.362693 -0.350380 -0.370527 -0.446124
0.715363 -0.789294 0.770933 -0.709136 0.706964

-1.286293 1.198274 1.158158 -1.241578_ 1.017061 _

3.2 Controller Design Results. Continuous-time state space model was converted to 
discrete-time state space model using zero-order-hold mapping method with sampling 
interval T=0.0001s.

For each disturbance corresponding to different eigenfrequencies, optimal LQ 
tracking system was designed.

Additional dynamics was determined in the form of matrices ®a, r a (3) on the 
basis of the coefficients of the polynomial 8(z), equation (2), obtained according to 
conjugate complex poles ±j'cq of disturbance. Since the plant is a multiple output system, 
additional dynamics has to be replicated into four parallel systems (one per each output) 
described by the state space matrices:

_d e f _def
® = diag(o a : 0 a , 0 a , o a ), r = diag{ra,rfl,rfl,ra). (8)

Discrete-time design model (<J>rf, Frf) is formed as a cascade combination of additional 
dynamics ( O .F )  and discrete-time plant model (<f>, F) obtained for specified sampling 
time T:

x d[k+l] = OdxJ[k] + i> [* ]  (9)
where

o' "r~ x [ k ]

rc o » T d  - 0 ■ x d  =

Feedback gain matrix L of the optimal LQ regulator was obtained for design model and 
partitioned into submatrices L t and L2 corresponding to the plant and additional 
dynamics, respectively [5], [6], [7], [8], Partitioned feedback gain matrix was 
implemented in control system similar to the one shown in Fig. 2, only instead of 
matrices <Da and Ta, matrices <D and F  respectively exist in the controller block of 
digital tracking system.

Simulation results obtained for each disturbance force corresponding to 
different bending-mode eigenfrequencies are presented in Fig. 6. Simulation diagrams 
represent four system outputs, i.e. sensor responses for disturbance F(t)=Asin(2vf,r), 
A=0.01 when the controller is switched on after 0.5s. Insight in simulation diagrams of 
input control signals shows that the control can be achieved with relatively small control 
effort which corresponds to small voltage signals.



Fig. 6

Robustness of designed controller in terms of stability margins (upper gain margin UGM 
[dB], lower gain margin LGM [dB] and phase margin PM [°]) is given in Table 1. It 
shows good stability margins while the plate oscillation magnitudes were drastically 
reduced as a result of controller application.

Table 1

/ . f i /3,4 f s

UGM LGM PM UGM LGM PM UGM LGM PM UGM LGM PM

U1 2 4 .4 6 -30 .1 88 2 4 .2 3 -30 .1 86 2 4 .4 5 -30 .1 91 24 .2 1 -30 .1 88

«2 2 4 .5 4 -30 .1 88 2 4 .5 6 -30 .1 86 2 4 .6 9 -30 .1 91 2 4 .5 4 -30 .1 88

«3 2 4 .8 3 -3 0 .1 88 2 4 .8 5 -30 .1 87 2 4 .9 9 -3 0 .1 91 2 4 .8 3 -30 .1 88

«4 2 4 .4 6 -3 0 .1 88 2 4 .4 8 -30 .1 86 2 4 .7 2 -30 .1 91 2 4 .4 6 -3 0 .1 88
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ON N O N C O N SIS T E N T  IN V A R IA N C E  
IN  A N A LY TICA L M E C H A N IC S

Veljko A. Vujicic

A b s t r a c t . Fundamental thesis is proved in the paper that the principle 
of invariance is not applied in classical analytical mechanics consequently 
enough. Author of this reviewing article raises the invariance to the level of 
a preprinciple [12] and asics for its consequent application in all relations 
of analytical mechanics. This leads to significant modifications of basic 
relations, as well as in integral calculus. Important problems, which were 
treated in autor’s papers and monographs, are pointed aut briefly.

Introduction

The term indicated in the title of this review paper invariance means that the 
motion nor properties of the body motion depend upon the form of statement: the 
determined tru th  about motion, once it is written in some linguistic form, is equally 
contained in the written output of some other form or some other alphabet.

This preprinciple of invariance or independence of formalities allows for mass, 
as well as time, to be denoted by some other letters, let’s say m  and t, which do 
not change the nature of numbers m  and t, and for which there must be rh =  m  
and t = t in the whole correspondence, [12]. The same stands for distance Ar. 
No matter where the origin of coordinates from which the position vector begins 
is chosen, let’s say p, there is an equality A r =  Ap, so that distance Ar does not 
depend on the form of writing. This is even more expressed in the coordinate form, 
in which the choice of forms is considerably larger, such as

3
A r = ^  (Ar*) e* =  A r'e , =  AyY, =  A z l3i = Apj gj = ■■■

i=1

As such, all the three realities m £ I ,  t £ 1  and A r  £ R 3 are invariants, m  
and t being scalar ones, while Ar is a vector invariant.

K e y  w o r d s  a n d  p h r a s e s .  Invariance, preprinciple, principle, covariant equations, invariant 
tensorial integral, invariant criterion of stability.



All other factors of the body motion can also be invariantly expressed in various 
coordinate systems.

Coordinate System s

The concept of coordinate system here implies an ordered set of real numbers 
and a set of mutually independent vectors that are called coordinate vectors. The 
coordinate vectors differ from the base ones only in the sense that the base ones 
are previously determined with respect to objects, while the coordinate ones are 
determined with respect to the base ones. If the coordinate ones are original, then 
they are base coordinate vectors. On the basis of the base vectors

( 1) e; =  const.

it is possible to introduce other coordinate systems x  = (a;1, x 2 , x 3) , ( x l 6 K) in 
which the material point’s position is explicitly mapped while the velocity has a 
general invariant form.

Any other rectilinear coordinate system can be chosen as well, let’s say (z, a), 
whose directions change in time with respect to base system (y,e). The two sys­
tems’ ratio is determined by the relations:

V = l a z 7a T = 5*

The velocity vector can be represented by the equation:

V  =  J t  =  =  +  ^ i 9 0  =

= ( f f a + <*£*“) 90 = (i/3 + ^ f z a ) 90 = ^ 90

where =  7^7f  =  — =  —7 are anti-symmetrical coefficients and * de­
notes the empty place of an index. The projections of velocity vector y,- upon the 
axes of base vectors e,, as scalar products of vector b; and base vectors e,-, are equal 
to the velocity vector coordinates yl :

Vi =  hjV3,

while Vi projections upon the axes of the coordinate vectors p; are linear homoge­
neous forms of the velocity vector coordinates:

( 2 ) i =  9ijV3 = Qij ■
Dr3
dt =  9ijX3

where g i j ( x )  is metric tensor.



The velocity square, as a scalar invariant, can now be written in the following 
form:

(3) v2 = -  g i j i ' x 3 =  g i j
D r1 Dr^ 
dt dt

The previous relations can be related to the base vectors’ covariant derivatives 
with respect to the coordinates

(4) Vfcffj =  -  T)k(x)gi(x) =  0

which are very important for describing the base vectors and their changes in time. 
Just as relations

(5)
d y k d r  _
d x i ~  d x i ~  9l (X) ’

establish the ratio between base vectors e and the subsequently introduced coordi­
nate g. so the covariant derivative Vk9j stands in a direct relation with conditions

( 6)

The derivatives of relations (5) with respect to time, due to condition (6) are:

dgi _  d'2y k 
dt d x i d x l X  £k

It is always possible to introduce such functions T(x) so that it is

d 2y k _  p A d y k 
d x i  d x 1 li  d x x

thus, it is obtained

(7) dgi A
dt 9x ji dt _  dt

\ i jg i i3 =  0.

These are the conditions which show that coordinate vectors g, are covariantly 
constant.

This clearly shows that the velocity vector coordinates are varied regarding 
various coordinate vectors. Due to the preprinciple of invariance as well as the 
casual definiteness of the statement about “natural derivative” from the definition 
of velocity, it is natural that the chosen coordinate vectors should be the ones that 
can be related to some base vectors (1), invariable in time.

Once base vectors e,- are chosen, other oriented coordinate vectors gi can be 
chosen, including curvilinear ones, for which the natural derivatives (7) will be 
valid.



M otion im pulse

In accordance with the velocity definition and the above-given definition, the 
motion impulse can be written in the following way:

( 8 )

D zl
p  — m v  = mylei — m — —9i =  mvlgi = 

at
D r1 d r  ■

m —j—gi — m ——rx = m x g i .  
at o x1

Further on, special emphasis will be put on pi projections of this vector upon 
coordinate directions p,:

(9)

where

( 1 0 )

P i = P  ■ 9 i =  rngi:jx : =  ai j x J ,

d r
aij = mgij =

d r
dxi

= aj{ (m, x)

is inertia tensor.
It should be noted that inertia tensor a ij(m ,x ) differs from the metric tensor 

gij(x). The basic physical dimensions of the impulse vector are:

dim p =  M L T _1

but its coordinates and projections can also have other dimensions:
If x coordinate is an angle, then it is:

dimp, =  M L2 T -1 .

Inertia tensor aij sets up a relation between impulse and velocity at any posi­
tion. Its essential content is mass which exists for every body or material point as 
well as in all coordinate systems.

System  of M aterial Points and F inite Constraints. All the relations 
derived only for one material point of mass m, stand for every n-th material point 
of mass m u. Such a system of N  material points will have N  vector equations of 
the form

dv ^
(1!) m -  = F  + R

and k constraints equations. Nothing more important than this changes. However, 
the manner of solving problems concerned with the system motion comprises some 
difficulties and innovations originating from the limitations of the applied math­
ematical apparatus as well as from mutual constraint of the material points that 
generate forces of a complex mathematical structure.



The simplest and thus, the most widely used, way of describing is the one with 
respect to base coordinate system (y,e).

It is assumed that there are N  material points of mass m u (y =  1 
whose position vectors r v =  yl„ei (i =  1,2,3) and that they are connected by k 
finite constraints

(12) U ( y l , v l , y l ) = ■ , y 3 N) =  o>
where the foil owning notations are introduced

(13) y l = - - y 3u- 2, y l = : y 3v~ \  y l = - - y 3\

(14) m%v- 2 =  m 3„_ i =  m 3v.

The constraints (12) must satisfy the velocities conditions

(15) //* =  ! % “ =  0, (a = 1 , . . .  ,k ,k  + 1 , . . . ,  3N),
^  dy-

as well as the acceleration conditions

(16) u  = =  0.dy@dyc dyc

These constraints are considered independent so that the determinant of the

matrix df»
dy°

of the level k, is different from zero: The holonomic constraints

equations can be written in the parametric form:

(17) r  v = r v ( g ° , g \ . . . , g n) , n = 3N -  k,

where q = (q1, . . .  ,qn) are independent generalized coordinates, while q° is a rheo- 
nomic coordinate satisfying equation

(18) q° — r{t) = 0.

The velocities of n-th material points, can be written in the following form:

(19)
d r v ,n d r v , d r v d r„

v» = w q +W q + " ' + — 9 9

d r v
dqr‘ dq°

Ov i/where — -(q) are coordinate vectors that will be marked by two-indices notation 
oqa

gua] index v denotes the number of the material point, while index a denotes the 
number of independent coordinate qa (a = 0 ,1 , . . . ,  n).



For addition with respect to index v, we use addition sign )T, while for addition
V

with respect to the indices, coordinate a  denotes iteration of the same letter in the 
same expression, as well as both the lower and the upper indices. Vector (19), 
as can be seen, has n + 1  independent elementary vectors. Accordingly, impulse 
vector (10) of the z/-th material point of mass m v of the observed system can also 
be represented by the formula

dv
(20) Pu =  mvvv = m-^qa.

Scalar multiplication by coordinate vectors
d rv
dqp

gives vector p v projection upon

the tangential direction of q13 coordinate of the n-th material point. AVe will denote 
it by a two-indices letter:

d rv d rv

Regarding the fact that pvp impulses are scalars, it is possible to sum them up:

wA d rv d rv ,a
(21) pp := 2>W * =  ' d ^ q =aa0q  ’

u-l i/=l H y

from which it can be seen that aap is an inertia tensor of the whole system:

(22) aap =  ~Q̂a ' ~Qq0 ~  a“0 (m i >' ' '  ’mw; q ’q ’ ' ' '  ’q ) '

If the masses are constant quantities, this tensor is written as a function of 
independent coordinates:

(23) nap — cipa ) Q ) •

By means of important relations (21) the concept of generalized impulses of the 
material points’ system is introduced. Therefore, the sum of the material points 
impulse vector projections upon the coordinate direction of the fd-th generalized coor­
dinate is considered as the generalized impulse pp. The generalized impulses appear 
as linear homogeneous forms of the generalized velocities, which is in accordance 
with the basic definition of impulse (8). Regarding the fact that the inertia tensor 
aap determinant is different from zero, it is possible to determine the general­
ized velocities qa as linear homogeneous combinations of the generalized impulses, 
namely:



where aaP is countervariant inertia tensor.
If the constraints do not explicitly depend upon the known functions of time 

r . there is no rheonomic coordinate q°, so that in all the expressions, from (17), 
coordinates q°,q° and p0 vanish. The impulse form (21) does not change, expect 
for the fact that indices a  =  0 ,1 , . . . ,  n do not assume values from 0 to n, but from 
1 to n. In order to facilitate this distinction further on, let Greek indices a,/3,7, S 
assume values from 0 to n ,(a, /3,7, <5 =  0 , 1 , . . . , n), while the Latin ones take i , j ,  k, l 
from 1 to n (i , j , k, l = 1 ,2 , . . . ,  n). Then it can be written [44]:

Pi — no tq dijq-i 

Po =  ®ooQ° +  ao

ql =  a l0p 0 +  a lJp jq °  =  a00p o +  aojp j .  

Covariant Differential Equations of the System ’s M otion

_  <9r„ ,0 d rv ■ 
Vv dq°q dqiQ

If equations of motion

(25) 7 7 V
dvu
dt =  F u

are successively multiplied scalarly by coordinate vectors -7— - respective to index

v and if they are added with respect to index v, the system of n +  1 covariant 
equations of the motion, [4], [5], [12],

(26)
Dq0

aaP~ d f — Q  on {a  = 0, 1, . . . ,  n)

or

aq3
Dg0
dt

Dq0
ao/3^ r

Qi (i = 1, . . . ,  n) 

Q o  +  R q ='■ Q o

Analysis and Solutions of R elation of M otion

The integration of differential equations or of a system of differential equations 
of motion and of analyses of the solutions obtained for known parameters at some 
moment of time represents the knowledge about mechanical objects’ motion. Very 
few real motions of the body and, especially, systems of bodies, can be described 
by finite general analytical solutions of differential equations. Many system mod­
els described in the related textbooks do not reflect faithfully the real motion of 
objects. Still, with great accuracy and with a fairly proper estimate of the error 
size, mechanics successfully solves problems of all mechanical motions accessible 
to human eye or even more than that. Many books have been written about it; 
besides, solutions of new problems are daily published. Still, only a few statements 
are considered here, namely, those based upon the preprinciple of invariance [12].



Integrals o f M aterial P o in t’s M otion Im pulse

For the material point of constant mass and the condition

(27) F  +  R  =  0

it is obtained from equation (25) that the motion impulse vector is constant, that 
is,

(28) p = mv{t) =  c =  const =  mv(to) =  Po-

At first sight, it seems to be the simplest first vector integral by which the 
problem of determining motion is solved:

(29) r ( t ) =  v (t0)t +  r ( t0).

However, a view of relations (8) and (9), and especially of (21), as well as dis­
agreement about the impulse coordinates, both require that this essential meaning 
should be much more clarified. Integral (28) satisfies and best explains the preprin­
ciple of casual definiteness. With as much accuracy as mass and velocity are known 
at some moment t0, motion impulse p{t) can be determined under condition (27) 
at any other moment.

The preprinciple of invariance must be satisfied so that integral (28)—essential 
impulse p ( t)—could be sustained in this theory. If vector (28) is resolved in coor­
dinate system (y,e), as in (8), that is

p  = m v  =  m y'ei =  c’e; =  m yl0ei

and if it is scalarly multiplied by vector ej, it is obtained that

(30) ■ pj(t) =  m y j  =  m yj(t0)  =  P j ( t 0 ) .

Allowing for parallel displacement of base vectors e*, and thus of coordinate 
vectors gk = dyi/d x ke i for free displacement of the point, vector (8), that is,

(31) p  =  m x kgk{x) =  m.xK (t0)gK (xo)

can be scalarly multiplied by vector g(x). That is how projections of integral (28) 
upon coordinate directions gi (x) are obtained in the form

(32) p i(x ,x ) = aki(x )xk =  aki(x0}x )x k(t0) = aKiaKLpL = a fp L,

where capital letters in the index denote respective value at the initial moment of 
time, while the tensor



represents a bipoint inertia tensor. In the referential literature, tensor gni can be 
found as “the tensor of parallel displacement” .

In order to satisfy the preprinciple of invariance, integrals (30) and (32) should 
be directly obtained from the coordinate forms of motion equations

(34) mjji = Yi +  Ri, 

and

Dvx
(35) gij ^  =  X j  + R j ,

According to the preprinciple of invariance, this relation should also be valid with 
respect to the curvilinear coordinate system. This is confirmed by integrating the 
equations (35) for X j  + Rj  = 0. The covariant integral [1], [2] is

(36) aijD v1 aijVJ — Ai =  0,

where Ai is covariantly constant covector Ai = gfpK^to)- Accordingly, integral 
(36) is integral (32)

(37) P i(t)  =  a i j± j  =  a u x J  =  a u a J K p K  =  9 i P K ( t o ) ,

Without pointing to the possibility of parallel displacement of covector gi, 
impulses (33) can be translated from the system of y coordinates into x curvilinear 
coordinates. If x  coordinates are denoted by indices k, l = 1,2,3, it will follow

dx^ d x ^Pj (t) = Pk g ^  = Pj(.t0) =PK( t 0) ~ ^ r .

dyi
Multiplying by matrix it is obtained that

= 9?PK{t) =Pl{t),dyi dx1

since it is
d xK dyi 
dyi dx1

Though the covariant integrals satisfy the preprinciple,of invariance such inte­
gration is not widely spread in mechanics due to the “difficulties” in determining 
tensor g f .  That is why the ordinary first integrals reduced to constants are looked 
for, instead of covariantly-constant integrals.

Let the differential equations of motion be written in the extended form:

Dx3
dt

D d iji3 Dpi
dt

i dx3
= ^ - ^ ~ d F  = Xi

dpi
dtdt



For the conditions

(39) X{ +  Ri +  — 0,

that are different from conditions (27) the ordinary first integrals are obtained

(4Cd Pj(t) =  const =  pj{t0)

with respect to coordinate system (x,g). Therefore, it is the same as in the case of 
integral (30) in base coordinate system (y, e). These integrals considerably differ 
from integral (37) and, therefore, from (30). That is why integrals (30) and (37) 
will be called covariant integrals. These ordinary integrals (40) destroy the tensor 
nature of the observed objects.

A shorter, clearer, more general and important difference of the first integrals 
of the impulses p; =  c* and the covariant integrals pi =  Ai shows integration 
of differential equations (30) under the condition that the generalized forces are 
Qi = 0. Let it be, for the time being, once again motion of one material point in 
curvilinear system of coordinates x l , x 2, x 3, that is,

(41)
d dE k _  d E k 
dt d x l d x l

(* =  1,2,3).

These equations can be written in the form

(42)
D dE k
dt d x l

Prom equations (41) for
dE k
dxl

integrals (40) are obtained, while from equations (42) covariant integrals (37) are 
obtained, since it is

dE k

Canonical differential equations of motion, as can be seen from

dpi
dt

3H_
d x l

+ X i (* =  1,2,3)

usually produce integral impulses of the type (40) under the condition that the 
right sides of these equations are equal to zero.

The distribution of the ordinary integral and of integral (40) is greater com­
paring to covariant integrals (37). The reason for this mostly lies in insufficiently 
developed calculation with vectors, that is, tensors. The advantage of ordinary 
integration is also reflected in the fact that, at smaller number of integral impulses



than that of impulse coordinates, constants can be determined depending on the 
given initial values of the observed impulse, for example,

Pi(t) = Ci = pi (to) and p3(t) = c3 = p3(t0); 
p-2 const.

This advantage becomes prominent with the system of material points with con­
straints, and especially upon manifolds T M . Accuracy of both of them is proved, 
though at various conditions. The covariant integration is invariant with respect to 
the linear homogeneous transformations of the coordinate systems; thus, it reflects 
the tensor nature of the integrals. This is not the case with ordinary integration; 
neither is it in accordance with the preprinciple of invariance which points to the 
fact that the final results of the synthesis should be verified by comparing them to 
the respective results in coordinate systems (y,e).

Dynamics is a science about real equilibrium and motions of material systems. 
However, every state of the mechanical system that corresponds to mathematically 
strict solutions of both the rest equations and the differential equations of motion 
is not being observed in reality. The general principle for choosing solutions that 
correspond to stable states in mechanics has not been given; instead, the character 
of science about idealized systems has been accepted and for every strict application 
to our nature—every time, on principle—solutions of the stability problems were 
looked for, [12].

Invariant Criterion of M otion Stability

The concept of the invariant criterion implies general measurement standard 
in all the coordinate systems for estimating stability of some undisturbed mechan­
ical system’s motion. As such, it comprises stability of the equilibrium position 
and state, stability of stationary motions and, in general, of motion of mechanical 
systems whose disturbance equations are of coordinate shape

(43)
Drja

dt = fpa(t,T],0

and

Dr]a
dt

= ipa(t,ri,£)

(44) dt
= aa0r}a .

If for the differential equations of disturbance (43) and (44) there is such a pos-
itively definitive function W  of disturbance £° , . . . ,  £n and time t that the expression 
is

dW
dt



smaller or equal to zero, the undisturbed state of the mechanical system ’s motion is 
stable.

Proof. As can be seen from equation

Ar dr
(46) * 7 := »?,*),

V - l  ^

functions T a for undisturbed motion £“ =  0, r]a = 0 are equal to zero, that is,
T a (0,0,t) =  0.

The function

(47) V  = )^aa0r)ari0 + W{£, t)

is positively definite, since it is

a positively definite matrix of the functions upon M n+1, while W(£, t) is a positively 
definite function of disturbance As a scalar invariant, V  is a tensor of zero order.

dV
That is why ordinary derivative —- is equal to the natural derivative

(48)
D V
dt

= aa0 Drjo
dt VP +

dW  D£a 
d£a dt

which necessarily has to be smaller or identical to zero. By substitution of the 
natural derivatives from equations (43) and (44) in (48) it is obtained that

D V
dt

and this, along with the criterion requirement, is reduced to

(49)
dW
dt

rip < 0.

Therefore, the stability criterion is proved, [12].
If neither forces F* and F  from relations (46) nor differences F * - F L, depend of 

time t on position r  and velocity v, function will also be explicitly independent of 
t. Then function W  should also be looked for only in its dependence on disturbances 
f°, £ ! , . . . ,  <f\ that is, W  = W(£°, f 1, . . . ,  en), so that expressions (45) and (49) are 
reduced to

*** +  | l )  ^  < o.(50)



If the mechanical system’s constraints do not depend on time, q°, £°, r]0, ^ o, 
vanish, so that expression (45), that is (49), is reduced to

(51)
dW
dt

+  a-

while expression (50) is reduced to

(52) r,j < 0

where 'Sj and W  do not depend on £° and rp.
All the expressions of the previously given criterion for the equilibrium state 

stability appear as consequences of expression (49) if £ and 77 are regarded as dis­
turbances of equilibrium state q and p.

On Integrals of Covariant Equations of D isturbance

Covariant equations of motion

(53)

or differential equations of disturbance respective to them (43) in their extended 
form and in the general case have a very complex structure what makes their 
integration difficult. However, by applying the covariant integration some first 
covariantly constant integrals are obtained as a means of assessing the equilibrium 
state stability as well as undisturbed motion. As an addition to this assertion, the 
two recognizable and acceptable examples are presented here.

1. Let the generalized forces Qa in equations (53) have a function of force 
U(q°, q1, . . . ,  qn). Let’s multiply each equation (53) by respective differential from 
equation qa =  aa0pp and add in the following way,

rjrr
aa0ppDpa = Qadqa =

Since Da010 =  0, it is |D  (aa0pppa) =  dU and \ a a0p0pa - U  =  C  =  const.
2. Let the right sides of covariant equations (43) be linear forms of distur­

bance from C1, . . . ,  f;n , that is, 'Si =  -g ij iq 1 ( t) ,. . . ,  qn(t))£j , where gij as well as 
(q1, . . . ,  qn) are covariantly constant tensor. For the given disturbances, equa­

tions (43) and (44) can be written in the covariant form:

dt 9l^  ’ dt = 003 Vj ■

By mutual complete multiplication and addition with respect to index i, as 
in the previous example with respect to a, it follows a^pjDpi = The



covariant integration gives ^a^Tjjrji -  gij&t;1 =  A, where A  is a constant, D A  =

Therefore, by covariant or ordinary integration and the solution analysis or 
directly by applying criterion (45) or

the stability of undisturbed motion f  =  0, 77 =  0 or that of the equilibrium state 
of system q =  go, p = 0 can be assessed.
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