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PREFACE

The "First International Workshop on Gibbs Derivatives” was held on September 
26 - 28, 1989, at Kupari-Dubrovnik, Yugoslavia. The organizing committee for this 
workshop consisted of Duro Kurepa, Petar Vasic, Milic Stojic, Radomir S. Stankovic, 
Paul L. Butzer, Franz Pichler, Claudio Moraga and Yasushi Endow. The conference 
was attended by 15 mathematicians and engineers from eight countries, namely 
Austria, England, F.R. of Germany, Hungary, Japan, USA, USSR and Yugoslavia. It is 
most fortunate that the founder of Gibbs differentiation, John Edmund Gibbs, formerly 
of the National Physical Laboratory, Teddington, England, managed to be present.

The aim of the Workshop was to review results established in the theory and 
application of Gibbs derivatives since the introduction of the concept 22 years ago, to 
present new results in this area, as well as to stimulate further research.

This volume, presenting the proceedings of the workshop, includes 14 invited 
conference papers, one joint paper submitted at the workshop by two participants, 
and three papers submitted subsequently by colleagues who could, unfortunately, not 
participate, as well as a report devoted to new and unsolved problems based on a 
special problem session and as augmented by later communications. This report was 
kindly edited by Claudio Moraga.

The proceedings begin with comments on the literature on Gibbs derivatives 
based on a list of papers on the subject, as complete as possible, compiled by J.E. 
Gibbs and R.S. Stankovic, accompanied by some remarks on the development of the 
subject and the major contributors.

The first, introductory paper by Franz Pichler is the author’s view on the history 
of signal processing and the role of harmonic, particulary Fourier and Walsh analysis 
in this area.

The papers of these proceedings have been grouped into two parts. The first 
part contains those contributions that are mainly concerned with "continuous” Gibbs 
derivatives, considered in the setting of Walsh analysis or general harmonic analysis;
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the topics are often counterparts or represent extensions of results from classical 
analysis. These papers deal, for example, with the connection between Newton-Leibniz 
and Gibbs differentiation, with further extensions of dyadic Gibbs differentiation, with 
term by term dyadic differentiation of Walsh series, with dyadic martingales, with 
Hormander-iype multiplier theorems on locally compact Vilenkin groups, with conver­
gence properties of Walsh-Fourier integral operators. Applications of dyadic Gibbs 
differentiation in the theory of dyadic stationary processes and statistics are also 
considered.

The second part deals with papers devoted to ’’discrete” Gibbs derivates, in 
particular with their numerical evaluation, with their possible generalizations and 
extensions, with applications in image processing, linear system theory, logic design, 
and so on.

It will be observed that contributions by a larger part of the world’s major 
representatives concerned with Gibbs differentiation will be found in these proceed­
ings. Exceptions include those by further experts from China, Germany, USSR and 
Canada such as Wei-xing Cheng, Wei-yi Su, W.Splettstoesser, H.J.Wagner, V.A. 
Skorcov, and S.Cohn-Sfetcu. It is also regrettable that the number of papers dealing 
with concrete engineering applications of Gibbs derivatives was not greater.

The editors’ warm thanks are due to all of the participants and contributors; they 
made the workshop the success it was; to the academic Svetozar Aljanbic, the 
Chairman of the Scientific Council, and to Dr. Zoran Markovic, the Director of the 
Institute of Mathematics in Belgrade who made it possible that these proceedings 
could appear in the series Special Issues by the Institute of Mathematics.

Paul L. Butzer Radomir S. Stankovic August 1990
Aachen Nis
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OPENING REMARK
Dear participants of the First International Workshop on Gibbs derivatives, at 

Kupari-Dubrovnik, YU, 1989:09:26:2-4.
i am honoured and pleased to welcome you in Kupari at the Adriatic coast where 

we gathered at this symposium on derivatives.
The fundamental notion of derivatives of a function evolved slowly. The notion is 

tied to the geometrical notion of contact (tangent) and to that of instantaneus velocity 
(Newton).* It is instructive to notify that examples of constructions of tangents occured 
much prior than the concept of a tangent as a limit (Pascal and particularly Leibniz). 
Anyway, f'(t) or Df(t) is a limit. In this respect it is appropriate to quote the following:

'Ultimae rationes illae quibuscum quantitates evanescunt, revera non sunt 
rationes quantitatum ultimarum, sed limites ad quos quantitatum sine limite decresen- 
tium rationes semper appropinquant, et quas proprius assequi possunt quam pro 
data quavis differentia, nonquam vero transgredi, neque prius attingere quam quan­
titates diminuntur in infinitum” , 
or in English:

’Ultimate ratios in which quantities vanish, are not, strictly speaking, ratios of 
ultimate quantities, but limits to which the ratios of these quantities, decreasing without 
limit, approach, and which, though they can come nearer than any given difference, 
whatever, they can neither pass over not attain before the quantities have diminished 
indefinitely” . (Newton, Philosophise Naturalis Principia, End of Section I, London 1687, 
p.3610"16).

One is familiar with tremendous difficulties and controverses concerning in- 
finitesimales tied with derivatives and differentials and how the last concepts are 
various, powerful in the theory as well as in Applications.

*  It was a great event when in 1934 was published a Newton's letter in which he pointed out that a 
Fermat s determination of a tangent provoked in him the idea of derivative.



The notion derivative was generalized in many directions. One knows e.g. the 
•concept of fractional derivative Drf(x) for any real r>0 fo r any f :R  -*R. Df was defined 
not only for f : R^R  but also for f : Rn^*R and for f iC^-^C. So also one considered
derivatives and Mathematical Analysis connected to semi-reals or f  : K ^K  for any 
field K.

One approach was to consider the set K [[ x ]] of all formal infinite series
co 00

f : = ^  f n / 1 With coefficients fn belonging to K and to define Df : = ^  fn-1 x71 the 
n=0 n=0

approach worked irrespective as to wheter K is commutative or non commutative. 
The procedure is running without any trouble if the characteristic of K is 0. If the 
characteristic of K is >0 one had some difficulties in connection with Taylor’s expan­
sions; but the problem was settled.

The present Conference concerns a very interesting transfer of derivatives for 
functions defined on groups. In 1967 J.E. Gibbs introduced dyadic derivative of 
functions of some cyclic groups. Afterwards the procedure was extended and studied 
by various authors. I am glad to know that several of them are participating at the 
present conference: I welcome you, dear Colleagues.

The job is an interesting case of transfer (transplantation) of notions and 
researches from one structure, situation to other ones - a phenomenon which is of 
vital importance in Mathematics as well as in other activities. As a nice case of such 
considerations let be mentioned e.g. the notion of determinant over any field (J. 
Dieudonne 1943).

Dear Colleagues, I wish you fruitful work and enjoyable staying at this marvellous 
Adriatic coast of the ancient Dubrovnik Republik, one of the peris of the present 
Yugoslavia. Remember that mathematicians M. Getaldic (Dubrovnik 1568-Dubrovnik 
1626) and R.J. Boskovic (Dubrovnik 1711 -Milano 1787) were born in this Republic and 
performed good services to their small country.

At the end I want to let know that the Conference would not take place without 
the financial help of the Zajednica za nauku i kulturu Srbije and the Matematibki institut 
Beograd. The initiator and the main organizer of the Conference was docent Stankovic 
Radomir; his main scientific contribution belongs to harmonic derivatives on groups.

I wish a good success of this Conference. I am convinced that in the future one 
shall have similar gatherings because the subject is useful, important, fertile and 
beautiful.

Kurepa Duro R.



W H Y  IWGD-89?
A look at the bibliography of Gibbs derivatives

Dr. J. E. Gibbs
34 Fieldend Waldegrave Park
TWCKENHAM
Middlesex TW1 4TG

Radomir S. Stankovic 
Brace Taskovica 17/29

18 000 Nis 
Yugoslavia

Unated Kingdom

It is always a very difficult task to measure or estimate, and to express quantita­
tively, the degree of interest in a specific branch of knowledge. But such measurement, 
however fraught with difficulty, may be a very worthwhile undertaking: for the level of 
interest, among the research community, in a given topic is usually highly correlated 
with its theoretical importance or its practical significance.

On the occasion of IWGD-89 we sail make bold to attack such a measurement 
problem in respect of Gibbs derivatives, a concept introduced into mathematics in 
1967 [1], For want of any more sophisticated criterion, we assume that the interest in 
(and hence the importance of) Gibbs derivatives is indicated by the number of 
publications (per year) in which the concept is considered or at least mentioned. We 
apply this criterion over the 22 years 1967-1988.

We began our analysis armed with a bibliography, consisting of 155 references. 
Information about the publications in the bibliography was obtained from the citations 
in the papers already available to us and from such abstracting journals as Mathemati­
cal Reviewes (USA), Referativni Jurnal (USSR), and Zentralblatt furMathematik (West 
Germany). We are all too well aware that there must be a number of relevant 
publications that escaped our attention and are therefore not included in the bibliog­
raphy. This caveat applies particularly, and with the highest probability, to the most 
recent papers; for the reviewing procedure of abstracting journals necessarily takes 
some time. Even so, we guess that the number of items missed can hardly exeed 5% 
of the total number of relevant items in the literature. This promisingly small estimate 
has encouraged us to make the analysis that follows. We shall be very grateful for any 
information helping us to improve or update our biblography of Gibbs derivatives. We 
take this opportunity to offer our sincere apologies to all authors of whose publications 
we have failed to do justice.



Figure 1 is a diagram showing the number of publications on Gibbs derivatives 
recorded in our bibliography for each of the years from 1969 to 1988 inclusive. Curve 
(a) relates to the total number of publications in each year. Bearing in mind the delay 
that always occurs before the appearance of a paper in a journal, we have introduced 
two further curves. Curve (b) refers to the results presented at conferences and 
symposia and published in the appropriate proceedings, as well as those appearing 
as internal reports, MSc and PhD dissertations, and the like. The number of papers 
appearing each year in journals or monographs is indicated by Curve (c).

Curve (a) exibits three important peaks. The first two peaks appear in 1973 and 
1976, indicating clearly the period of greatest activity in Gibbs derivatives. The 
coincidence in time of the two main peaks in Curves (a) and (b) is in accordance with 
the fact that the most extensive considerations of concept in its infancy is usually chiefly 
confined to discussions at meetings and symposia. In this period the major contribu­
tions are from J.E. Gibbs, F. Pichler, and P.L. Butzer and his collaborators. Meanwhile 
the number of relevant papers in journals grows steadily, and between 1976 and 1977 
Curve (c) crosses from below to above Curve (b), seldom to fall below it thereafter. 
The grand maximum of Curve (c) is attained in 1978. At about this time, contributions 
from the above-mentioned authors are joined by an especially noteworthy series of 
papers by C.W. Onneweer.

It is very important to notice that, after a period of apparently declining interest 
in Gibbs derivatives, Figure 1 shows recrudescence of interest in the last few years. A 
peak in all three curves appears in 1985, but we belived that great interest of that year 
has been maintained to this day, the decline apparent in Figure 1 being due merely to 
a lack of information about the most recent publications. Particularly noteworthy is that 
the articles on Gibbs derivatives during the last few years are due principally to a 
number of authors (Endow, Zelin He, Moraga, Stankovic, etc.) who have not published 
on the subject before, who may therefore be regarded as a new generation of the 
family of researchers on Gibbs derivatives. The welcome circumstance that these 
authors come from a range of differnent countries (Japan, China, West Germany, 
Yugoslavia, etc.) surely points to a world-wide interest in Gibbs derivatives. In these 
facts we find a convincing answer to the question "Why IWGD-89?"

Let us mention in conclusion some further inferences that may be drawn from a 
detailed study of our bibliography.

It is interesting to notice the predilections of different authors as to the medium 
for presenting their results. Some, for example, Dr Gibbs, prefer to publish on line, as 
it were, thus mainly in conference proceedings and reports. Others, for instance, Prof. 
C. W. Onneweer, publish almost exclusively in journals. Other authors again, such as
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Prof. Butzer and Prof. Pichler, make extensive use of both media. It is a special pleasure 
to emphasise the continual contributions from Prof. Bitzer during almost all the 22 years 
that the concept has been around.

If we simply count the number of publications by each author, the following 
picture emerges: J. E. Gibbs (27), P. L. Butzer (15), W. Splettstosser (13), H. J. Wagner
(11), R. S. Stankovic (11), C. W. Onneweer (10), W. Engles (10), F. Pichler (8), F. Schipp
(8), J. Pal (8), S. Cohn-Sfetcu (5), etc.

We should like to make favourable mention of the number of colleagues initiated 
directly into the field, through co-authorship of publications, by J.E. Gibbs (6), and P.L. 
Butzer (6). The number of those initiated indirectly trough their numerous publications 
and in other ways is certainly much greater.

Fig. 1. Distribution, by year, of publications on Gibbs derivatives 

REFERENCE
[1] J. E. Gibbs, Walsh spectrometry, a form of spectral analysis well suited to 

binary digital computation, NPLAIU Rept, 1967 January 13.
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1. Introduction
After nearly 70 years since the introduction of a rather unusual complete set of orthogonal 
functions by the American mathematician Josepf L. Walsh into mathematics and after about 30 
years of work on the application of this set of functions to Information Engineering it might be 
acceptable to make some historical remarks as seen from the subjective point of view of this 
author.
To some extent the set of Walsh functions are the simplest and at the same time for digital 
communication engineers most appealing set of orthogonal functions.
As we know, they take only the values +1 and -1 and they form with respect to multiplication an 
abelian group. Their electronic generation is most simple and they share with the sinusoidial 
functions, which are well established in the engineering field, many common properties. It is, 
therefore, of no surprise that engineers have for a long time had an interest to use Walsh function 
in mathematical modelling of signals and systems.
In the following, we describe some of the highlights concerning the different attempts to make 
Walsh functions useful in engineering applications. The author does not claim any originality of 
the exposition. Nor would he claim to be able to write in the strict manner of an historian of 
mathematics. The goal is to collect a few facts from the history of Walsh functions to show how 
the evolution of the concepts took place.

2. Early Contributions
When Joseph L. Walsh in 1923 invented his “Walsh functions” he did this for pure mathematical 
reasons. It was the time when - following Hilbert and Schmidt - of big interest was to construct 
infinite bases of functions for the Hilbert space L2(a,b). However, “Walsh functions” were



already in use in open wire telephone transmission systems: To compensate cross talk between 
different 2-wire lines it is necessary to cross the wires in certain distances. In Germany the plan 
for doing this was known as the “Kreuzungsplan von Pinkert”, named after a German telephone 
engineer in about 1880. Figure 1 shows as an example such a scheme of line-crossings for sixteen 
2-wire lines.
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In mathematics the Walsh functions found immediate interest and as one of the first investigators 
we have to mention the British mathematician R.E.A.C. Paley. When Norbert Wiener on his 
occasion of visiting Cambridge met Paley they both decided to do some common work on Walsh 
functions and their generalisation. They both attended the International Mathematical Congress in 
Zurich in 1932 and delivered a paper on “Characters of infinite Abelian groups”.
The still existing abstract [1] shows that they had succeeded to develop a general theory for the 
harmonic-analysis of functions on abelian topological groups which includes as a special case the 
Walsh-Fourier analysis of functions on the dyadic group.
As it is known from Wiener's autobiography, R.E.A.C. Paley - during the time of his visit at MIT 
- got killed by an avalanche. Norbert Wiener, to my knowledge did not continue to work alone in 
this area, although his popular scientific bestseller on “Cybernetics” [2] contains many facts which 
show that he still was in favour of the work done earlier together with R.E.A.C. Paley. In 
addition, his important book on the subject of “Filtering and Prediction [3] shows also the strong 
influence of having a more general insight on the topic available. The best reference on this topic 
by Norbert Wiener is the article of Masani [4], One can speculate that without the loss of 
R.E.A.C. Paley, Norbert Wiener would have elaborated a theory of communication based on 
Walsh functions.



The time for doing this by others came in the early sixties. We mention here the interesting PhD 
thesis of Frank E. Weiser [5] from 1964, an important paper by the Russion mathematicians 
Polyak and Shreider [6] and last but not least the earliest papers on Walsh functions and their 
application in communication engineering by Henning F. Harmuth [7], [8], [9].
From Weiser originates, for example, the concept of a “dyadic invariant linear system” which was 
many times reinvented later on (e.g. also by Pichler [10]). In the work of Polyak and Shreider we 
find already the important “multiplicity theorem”, which determines the gaps in a Walsh-Fourier 
expansion, when a polynomial function is represented by it. This theorem was independently 
found later also by Liedl [11] and generalized by WeiB [12],
From Harmuth originates the fundamental idea of how to construct new type of communication 
systems which are based on the Walsh functions in the same manner as conventional systems are 
based on the use of sinusoidal functions. We will elaborate this idea in more detail in the next 
chapter.
3. Linear Systems on the Dyadic Group
After the invention of the telephone by Graham Bell in 1876 and the first unsuccessful attempts to 
transmit speech signals on cables over long distances, it became clear that a new theory for the 
synthesis of systems for cable telephone systems was needed. Oliver Heaviside in England gave 
the theoretical explanations, Michael Pupin in America put the ideas into practice. Today we have, 
the Theory of electrical networks’̂  13] which covers many important problem areas as they are 
called in communication engineering. As a mathematical generalization we have today the theory of 
Linear systems” [14], more exactly, the theory of ordinary linear differential- or difference 

equation systems (with constant coefficients), a theory which answers the relevant problems of 
communication- and control engineering.
Important concepts in Linear Systems Theory are “convolution”, “frequency description”, “time 
invariance , filtering”, “transfer function”, “modulation”, “Fourier-transform”, “sampling 
theorem” and others.
All this concepts can be generalized and have been formulated also for the special case of “Linear 
Systems on the Dyadic Group”. We mention some of the original contributions. Harmuth [8] 
formulated for the first time the concept of a “sequency band pass filter” by describing the 
(generalized) transfer function. He needed this concept to design a multi-channel multplexing 
system based on Walsh-Fourier representation of signals.
In the following Pichler [10] showed how such filters could be defined by dyadic convolution 
operators. Furthermore, Harmuth [9] introduced the concept of sequency-single-side band 
modulation. Pichler [10] proved the sampling theorem for sequency-limited signals. Furthermore, 
the theory of optimal Wiener filters was developed in Pichler [15].
Edmund Gibbs from the National Physical Laboratory Teddington, U.K., developed a complete 
theory of linear dyadic invariant systems (of finite kind) and he introduced the important concept 
of “logical differentiation” [16].



Differential-equations of this kind are the counterpart of ordinary classical differential equations for 
the case of linear dyadic invariant systems. Their solutions can be described by dyadic convolution 
operators in a similar manner such as the solutions of classical differential equations are described 
by the usual convolution operation. A sound mathematical treatment of the “Gibbs Derivative” and 
related equations was developed by Butzer [17], [18]. An important activity to bring researchers 
together internationally was started by the US Naval Research Laboratory in Washington D.C. in 
1970. From 1970 to 1974 an annual conference on Walsh functions and their applications was 
held and the published conference proceedings are still providing valuable materials.

4. Later Developments and Current Stage

As was mentioned earlier, it cannot be a goal of this report to cover in any detail the development 
of Walsh function research and their possible applications in Information Engineering. However, 
we have to mention a few of the most important research activities. As we know, Walsh functions 
are of “digital nature” when considered as signals. However, linear dyadic systems are of “analog 
nature”.
The question arises whether Walsh functions are of any importance also for digital systems . 
The answer is yes and for a fundamental and early contribution we refer to the book of Karpovsky 
[19]. However, it seems that the descriptive power is more concentrated on digital systems 
without memory, that is to the class of two-valued boolean functions. Another topic of application 
is digital image processing. This has been considered as a possible application from the beginning, 
mainly because of the existence of the Fast Walsh Fourier-transform Algorithm (Welch [20]). 
Today spectral techniques based on Walsh functions are standard in digital image processing.

5. Conclusion

We have tried to mention some of the historical facts in the development of Walsh functions in 
respect to their application in Information Engineering. However, the high expectations which 
were set by Harmuth in the beginning, “that the Walsh functions are for digital systems just of that 
kind of importance as the sinusoidal functions have gained for analog systems did not realize. 
The signals representing information in common communication and control systems demand in 
processing the use of strongly time-invariant systems (in case of speech) or shift- and rotational- 
invariant systems (in case of images). This means mathematically that the group R of real numbers 
and the group C of complex numbers are the “natural” domain for the definition of signals.
But for special tasks in signal processing and systems theory Walsh functions have proven to be a 
valuable mathematical tool.
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Abstract: In contrast with the formul analogy between Gibbs (G) and Newton-Leibniz 
(NL) derivatives, ways in which these Iwo concepts may be seen intuitively as one are 
considered in this paper. The natural definition of the G-derivative of a complex-valued 
function on a cyclic group is global (as a symmetric linear combination of difference 
quotients ranging over the whole group); that of the NL-derivative is local (as the limiting 
value of a difference quotient). Although the philosophies of these definitions appear 
diametrically opposed, they may be reconciled by Fourier considerations. In particular, a 
local definition of the G-derivative may be given, as the NL-derivative of an intuitively 
closely related function of a complex variable. Likewise, under suitable conditions, the 
NL-derivative may be defined globally, as the limit of a sequence of G-derivatives. The 
assimilation of the G- and NL-derivatives implied by these results appears to be 
contraindicative of any possibility of discovering an intuitive interpretation of the 
G-derivative distinct from that of the NL-derivative.

The relationship between Fourier methods and the local and global views of 
differentiation extends in a degenerate form to Fourier analysis in the dyadic field regarded 
as sequence space. In this case the global definition, in which each term of the G-derivative 
of a sequence is expressed as a linear combination of aii the terms of the sequence, reduces 
to the local definition, which is equivalent to that of the sequence of first forward finite 
differences. Fourier analysis in the dyadic field is also of interest in requiring for consistency 
that divergent series of Os and Is be in certain circumstances summable modulo 2 .

The paper ends with a brief account of the differentiation of dyadic functions, where 
the distinction between local and global definitions breaks down, and where no non-trivial 
Fourier analysis exists. The (partial) derivative is the analytic analogue of the algebraic 
concept of Boolean difference: it enters into quasi-Taylor series of two kinds, one with, in 
general, a countable infinity of terms, the other with an uncountable infinity. The latter 
presents an interesting summation problem.



1 INTRODUCTION
Since Gibbs differentiation was introduced in 1967, its claim to be called "differentiation" 
has been based almost exclusively on formal analogy. The functions differentiated have 
been principally, though not exclusively-^, complex-valued functions defined on various 
groups, for example, finite groups (abelian or otherwise^) and direct products of countably 
many cyclic groups. A prime example of what we mean by formal analogy is the fact that 
the characters of the domain group (supposed abelian) are the eigenfunctions of the 
G-differenliator (Gibbs differentiator). This fact not only exhibits the formal analogy 
between the Gibbs and Newlou-Leibniz derivatives, but also provides a convenient means 
of defining the G-differentiator.

On the other hand, during the past 22 years, there has been little or no attempt, apart 
from a less than fully successful essay by Gibbs and Ireland (1974), to assimilate, 
heuristically or intuitively, the concepts of G-differentiation and NL-differentiation 
(Newton-Leibniz differentiation). There has indeed been little progress beyond the 
expression of a desire that an interpretation of the G-derivalive might be found that would 
have the same intuitive, appeal and practical usefulness that characterise the notion of rate 
of change as an interpretation of the NL-denvalive.

In the present paper it will emerge that it may be loo much to expect an intuitive 
interpretation of the G-derivative radically different from that of the NL-derivative. Tire 
two concepts are perhaps closer intuitively than has been supposed. W e shall see, for 
example, that a definition of the G-derivative on a cyclic group may be obtained heuristically 
from the NL-derivative of an associated function of a complex variable, that this G-derivative 
is equal to a linear combination of difference quotients, and thus not unlike the NL-derivative 
expressed as the limit of a sequence of difference quotients; that the NL-derivative is 
expressible, under favourable conditions, as a limit of G-derivatives; and that the 
G-derivative of a function on a cyclic group is equal to the NL-derivative of a closely related 
periodic real function.

Bound up with the foregoing insights is a recognition that derivatives may be viewed, in 
general, either locally or globally, the transition between the two viewpoints being a matter 
of Fourier analysis. The G-derivative is naturally defined globally, but a local definition 1 2

1 Cohn-Sfetcu and Gibbs (1976), for example, define Gibbs differentiators on spaces of functions on a finite 
abelian group into a Galois field.
2  Gibbs differentiation on finite non-abelian groups has been discussed by Stankovic (1986a, 1986b, 1988).



can be obtained as the NL-derivative of a related function. On the other hand, the familiar 
definition of the NL-derivative is local, but, when appropriate conditions are met, a global 
definition may be given in terms of G-derivatives. There is thus a kind of contest between 
the local and the global views which, in the light of our considerations thus far, seems to 
result in dominance of the local definition for real and complex analysis and of the global 
definition for analysis on the likes of finite groups.

That the tension between the local and global views is not resolved quite so simply as 
the previous paragraph suggests is shown by a consideration of Fourier analysis in the 
dyadic field (Gibbs 1984), where a global definition of a derivative may be given showing 
some formal analogy with the NL-derivative, while the corresponding local definition mimics 
that of the first forward difference in the calculus of finite differences. The most summary 
account of Fourier analysis in the dyadic field would be incomplete without a discussion 
of the summability of divergent series of Os and Is modulo 2 , which is therefore included.

We end this paper with an examination of differentiation on the space of functions from, 
and to, the dyadic field. Here there is no non-trivia! Fourier analysis, the fundamental 
definition of the derivative is both local and global, and, lor good measure, there are two 
kinds of Taylor series, one with a countable, the other with an uncountable set of terms. 2

2 HEURISTIC APPROACH TO THE GIBBS DIFFERENTIATOR
As concrete set underlying the cyclic group Z Q of order q  we take the set

n = de( { u A u G ......ujq~'} (co = defe x p (2 n t/q 0 )
of equidistantly spaced points of the unit circle T =det { z  : | z |= 1}, the group operation 
thusbeingcomplexmultiplication. 'Hie characters of the groupZ, = (fi, • )are iheT-valued 
homomorphisms Xk (k e P q= (0 , 1 , ,q  -  1 }), defined by

Xk(uox) = uokx ( x e P q).
To obtain heuristically a definition of G-differentiation, we shall regard each of these 

characters as a restriction to O of an NL-differentiable function defined on the complex 
plane C. The arc of the unit circle intercepted in the positive sense between the identity 
uo° of Z q and the arbitrary element ooJt( x e / >Q) i s s  = 2 n x / q .  A representative point 
setting out from uo°and travelling round the unit circle towards cux moves initially in the 
direction of the positive imaginary axis. The arc from co°to cu*may thus be "rectified" into 
the vector! = is = 2 n i x / q  . It is in terms of this argument t that we shall express X*. Thus, 
for each k e P q ,



= udkx = e x p (2 ru/cx/qO = exp kt  ( t € 2 n i q  1P Q) .
The function Y k defined by Y k( t ) = exp kt ( te  K) is NL-differentiable and is, 

moreover, an extension of Xk . We equate the G-derivative DXk of X k at cox to the 
NL-derivative Y k of Y k at t , Thus

(G’Xjfc) ( a ) x) = Y ^ (0  = /cexpkt = k X k(<x>x) .
The functions Y t ( ic e Z ) are in fact the characters of the quotient group 

U = defR /(2 n iZ )  of equivalence classes of imaginary numbers modulo 2 it i . Concretely, 
U may be identified with the segment [ 0 , 2 n )t of the non-negative imaginary axis, with 
addition modulo 2 n i .  Apart from the real constant 1, U can be assimilated to a segment 
of the tangent at the point CA,'0to the unit circle of length equal to the circumference of lire 
unit circle. This fact, among others, led the author to the present heuristic discussion, but 
it is sufficient for the purposes of this discussion to appreciate that the functions Y t (A: e P „) 
extend the functions X k to C and thus mediate their differentiation.
2.1 The G-derivative as a linear combination of difference quotients
If we extend the G-differentiator on Z Q from the X k to the whole space Cq of bounded 
functions Z,-> C, the concept of difference quotient associated with the NL-derivative will 
be found to re-emerge in an elegant form free, however, from any involvement with the limit 
concept. Such an extension may be readily effected by using the fact that an arbitrary 
bounded function may be expressed as a linear combination of the characters. This is a 
consequence of the fact that, with the inner product (•, •) on C v defined by

C /,g )  = b ' 15  / ( a y v) g * (u rv) ( / , g e C , ).v- 0
(the asterisk denotes complex conjugate), the set { X k: k e P q} forms an orthonormal basis 
f°rC q: (Xt , X J - 0  ( k # / t ) ,  ( X t . X J - l  (/c = h );

if, for each A: e P q , ( / ,  X*) = 0 , then /  = 0.
We can, then, expand an arbitrary f  e C q in terms of the X k thus:

/ (  a>*) = ^ ( / , X t )Xt (a )x)k-0

= (? " 1 ^  11. / ( ^ ^ X ^ C co^ X ^ ujiA)fc-0 -̂0 

k-0 -̂0



On the assumption that the G-differentiator is linear, we have^

(£>/)(uox) = g " I T  fc^T / ( cjo?) u>*Cx' ?)
k - 0  5-0

= q - 1 X / ( ^ X+?) I  *
5-0

<7~ 1
(JO

In deriving the last equality, we used the group property (joxH = H , from which it follows
that - i i

= ( F e e , ) ,
5-0 £-0

The last expression of (£>/) (cox) as a linear combination of the values of / a t  all points of 
Z Q takes a more intelligible form when the coefficients

-G'w (S e/% )
are reduced using the easily-proved identities

and

Thus

-i r ,  -*£ /2 1C<7 1) (5-0)q ) k u c  { _!fc-o \ (oo 1) ( f e ? , \ 0 )

(cu~?-  l )"1 = - 2 _1(g  -  1 ).
5-1

CZ?/) (aix) = Q - 1/ ( o o x) ^ h  + q - l 5 1/ C ^ x+5) <J 1koo- t?
- o 5-1 *-o

= 2 - I ( q - l ) / ( o o x) + - I)"*5' 1

= -  I  (/(CA1X) ( 00"?-  1 ) ' '+  V /(CA 1XX?)(V0‘?-  1 ) ' ‘5-1 5- 1

J The first equality below yields an immediate proof that the mean value of D  f  is
q ' £ -  ] -o(D/)(c«*s,) -o .“  k si

The last expression below is consistent with Onneweer’s (1977) definition (adopted also by Pal and Simon 
(1977a, 1977b)) of the Gibbs derivative for compl ex-valued functions on the direct product of countably 
many cyclic groups. The less-than-satisfaclory definition given by Gibbs and Ireland (1974) failed this test 
of consistency, as Prof. Onneweer courteously hinted in the paper cited.



= ( / ( a o x+?) - / ( a . x) ) ( a ) - ?- l )"1
5-1

- - 00X̂ O O l (/(CO X* * ) - / ( (A)X))C («“+S- « J X)
5-1

S u b s titu tin g  X k for /  in  th is  e x p re ss io n  y ie ld s , a s  it sh o u ld ,

( D X k X ^ x )  = k X k ( u o x y

A p art from  th e  fac to r4  - u o x ^ \  e a c h  te rm  of o u r.e x p re ss io n  for D f  ag re e s  m  form  w ith
th e  e x p re ss io n  i/ V z )  = l i m ( / ( z  + h ) - / ( z ) ) ( ( z + h )  

h-*0
for th e  N L -d e r iv a tiv e  o f a  d if fe re n tia b le  fu n c tio n  /  : C -> C , e x cep t of c o u rse  for th e  a b se n c e  
o f 'th e  lim it a n d  th e  n o ta tio n  for th e  a rg u m en t v a lu e s5 .

3 THE RELATIONSHIP REW EEN GIBBS AND NEWTON-LEIBNIZ
d e r iv a t iv e s

T h e  m ost s tr ik in g  fe a tu re  o f th e  G -d if fe re n tia to r  is th a t it a c ts  g lo b a lly  on  its  a rg u m en t, m  
th e  s e n s e  th a t every  p o in t of Z Q e x c e p t o A  e n te rs  sy m m e tric a lly  in to  th e  ex p re ss io n  for 
( D /  ) ( u A  ) , w h ich  is  a  l in e a r  co m b in a tio n , r a th e r  th a n  a  lim it, of d iffe ren c e  q u o tie n ts . T h e  
N L -d e r iv a tiv e  F '  (  z  }  on  th e  o th e r  h a n d , is d e te rm in e d  by  th e  v a lu e s  of F  on  an  a rb itra r ily  
sm a ll n e ig h b o u rh o o d  o f z . In  sp ite  o f th is  sh a rp  d is tin c tio n  in  b e h a v io u r, the  c o n c e p t o 
N L -d e riv a tiv e  c a n  b e  c o n s tru c te d , as  w e s h a ll  s e e , from  th a t of th e  G -d e riv a tiv e .

4 The factor -u A u T  has no immediately obvious intuitive interpretation, but this is perhaps only to be 
expected. The need for this factor is illustrated by the case in which /  is the identity, de m  )
/( ( jo x) = tu x( x e P „ ) .  In this case (£)/) (oO-uV^TC-co')
We might expect, by over-strict analogy with NL-differentiation that the derivative of the 
1 everywhere! Tire expression ( / (  u> -  -  / ( - D X - ; -  -  «>x) -  1 • of course^but the «» »
required, to make the summation with respect to % yield 1 rather than q  . e rem 
needed to ensure that the mean value of D f  vanishes:

(D/)(co*)“ <7"1 to*" 0.
Without the factor uo*, the mean of D f  would of course be 1.

5 The difference of notation arises from the fact that we took Z ,  as a multiplicative group, while C is of course 
additive.



3.1 The NL-derivative of a periodic function as a limit of G-derivatives
To perform this construction we shall take a real periodic function F, of period 1 , everywhere 
equal to its Fourier series

F ( x )  = f  ( F (5)exp2J t i f c (x-5)c i5
and everywhere differentiable term by term, so that

F / ( x )  = 2ni  Y  k f  F (5 ) exp 2 n i k ( x  -  %)d%.Jo
In view of the definition of the Riemann integral, this equality may be written

F / (x )  = 2 nt k lim q _1 f ( - 1  exp 2 n i k ( x  -  ■t--« 5.0 v q
We assimilate F to a function /  : T -> R defined by

/ ( e x p  2 n ix )  = F (x )  ( x e R ) .
We define a sequence ( / , ) ” 2 of functions /  ,  :Z 9 -> R as restrictions of /  :

2 ni u ,coQ = exp — , = exp( 2 n  i u ^ 1 r (exp ) = F -
V q  J \ q J

( q e {  2 ,3 , . . .} ,  u e /% ).

For each x e [0 , 1 ), there is a sequence ( u , ( x ) ) “„2 of non-negative integers such that
t t , ( x )

11 m -------- = x .q
In particular, we define u .,(x )a s  [qx]  , the greatest integer not exceeding qx.  With these 
definitions,

F / ( x ) = 2 ju £  k lim f q(a>l)uoqi m qq-*® 5-0
fc([Qx]-5)

= 2 ni lim q~ 1 ' t f .  f qa<»\y»kqaqx™k m -  q *■ 1 5- 0
7-1 q - 1

= 2 iU lim  q ' \ k \  f q( i » \ K i » kqllqx™ - u - qkllqx™ )
k - \  5 - 0

= - 4 n 3  lim q
7-*“ k - 0  5 - 0

= - 4 n 3  lim <7 ' ‘ (D /  )((Ai'<7yl),
where 3 denotes imaginary part.



3.2 The G-derivative on a cyclic group as an NL-derivative
The last formula^ expresses the NL-derivative of F in terms of the limit of the G-derivatives 
of an associated sequence of functions /  q . The G-derivative of a function /  q: Z q -» C may 
likewise be expressed as the NL-derivative of an associated function $ :C -» C. Indeed, 
in view of our heuristic approach to the G-differentiator on Z q , this is trivial. We have only 
to define UQ = { 2 n i x / q : x  e P q}  c  U
and tj>. C by

/ 2 n t x / q )  = / 9(co*) = g / tk-05-0
, kfx-S)

With t = def 2 n tx /g  , we have

,CO = Q‘ 1<̂  ^  / , ( t u | ) c o ^ ?exp/cG
fc -  0  5 - 0

which permits extension, in an obvious way, of $ g to C. Then

( D / J « )  = q- f g(u>l')ix>~qk*e xpk t  = $/q(t').
Jt- 0 5-0

4 LOCAL VERSUS GLOBAL DEFINITIONS OF DERIVATIVES
We have seen that the only natural definition of the G-differentiator on a cyclic group Z Q 
is of a global nature, in that the G-derivative of a function/on Z q at a given point is expressed 
as a symmetric function of the values of /  at all the other points of Z , . To obtain a local 
definition of the G-derivative, as in Section 3.2, we have to do something quite artificial, 
namely, to construct a certain function <j>: C -> C whose values coincide at the appropriate 
points of T  with those of /  , and then to NL-differentiate <j>.

On the other hand, the natural definition of the NL-derivative of a function F : R -> R (or 
C -» C) is undoubtedly the local definition as the limit of a difference quotient. A global 
definition can be given, but only in the case of functions that are not only differentiable but 
satisfy other conditions such as those imposed at the beginning of Section 3.1. As we have 
seen, where the global definition is available, it can be expressed in terms of the limit of a 
sequence of G-derivatives.

^ The reader may find it interesting to check, in the case of some familiar function F (periodic, of period 1) 
that this formula does indeed give the known expression for F  . For example, if F ( x )  = eos2r[.\; a routine 
calculation using the above formula yields F / (.v ) -  -  2 n s in  2n.v.



In either case, of the G- or of the NL-derivative, it is Fourier analysis that enables the 
transition to be made between global and local definitions, or vice versa.

It may appear from the foregoing discussion that it is the simpler structure of the domain 
group Z g that results in the natural definition being global, while the more sophisticated 
structures of the real and complex groups not only allow, through the limit concept, a local 
definition, but forbid, through a general failure of necessarily onerous conditions, the general 
use of a global definition.

As a counterexample to the above way of thinking, we shall define a G-differentiator on 
a structurally unsophisticated function space on which (consistent) global and local 
definitions may be given (without recourse to conventional Fourier theory), the local 
definition being the more natural.
4.1 Fourier analysis in the dyadic field
The space we have in mind is F , the space of functions u : Z -> GF( 2 ) such that for some 
integer m , for each r  < m  , u ( r ) = 0. The elements of Fexhibit analogies with the complex 
numbers and are therefore called dyadic numbers. We call

Af (u ) =der SUP i m  e Z : for each r < m  , u ( r ) = 0}
the modulus of the dyadic number u . The function space F acquires the structure of a field 
if we define addition pointwise and multiplication convolutionwise:- 

(u + v ) ( r  ) = u ( r  ) + u ( r ) ,
( UL0 ( r )  = Y, u ( r ~~ s')u(s)  ( u . c e F . r e Z ) .seZ

Multiplication is well defined because (unless u = 0 or v = 0 ) both M (u ) and M(v)  exist 
and are finite, and so the summation is of a finite number of terms. (All additions and 
summations in GF( 2) are of course modulo 2.) The field F is commonly called the dyadic 
field.

Rather than specifying all the values of a function u e F, as, for example, 
u ( 4 ) = l ,  u (5 )  = 1 , u ( r )  = 0 ( r  < 4 or r > 5 ) ,

we borrow the notation of real numbers written in the binary scale; thus
u = 0•00011

defines the same function as the previous example. For brevity we also write
4

Li =  1 1 ,

which may be pronounced "four crown one one".



The analogue in F of the Euler function exp 2 iti • in conventional (Fourier) analysis is 
the function

w = 0-  1 1 1 1 ... = 0 - 1 = 1 ,
1

pronounced "dot one foot one". The integer powers of w are easily written down, because 
an analogue of the recursion formula

for binomial coefficients holds among the values of w "(r)  , namely
m "_1( r )  = u ;n ( r )  + m n ( r  + L) .

Thus a partial table of integer powers of w looks like this:- ‘

n w n
-3 1 1 1 1

- 2 101

-  1 11

0 1

1 0 - 1

2 o- o i
3 0 - 0  0 1 1

4 0 - 0 00 1

Inspection of this table suggests the (easily proved) the transposition formula
ta"(r) = m '"r ( 1 - n ) ,

analogous to
exp 2 rtinx  -  exp 2 n i ( - x ) ( -  n ),

The set W -  { w : n e Z }
of integer powers of w forms a basis for the space F , that is, each element of F may be 
expressed uniquely as a linear combination of elements of It :- X>ooU) ( u e F).



We define the dyadic conjugate U)n of each element ionof U by 
i j " ( r )  =  K)r ( n )  ( n . r e Z )

and hence, by linearity, the dyadic conjugate of each element of F :
u ( r ) = ^ f / ( s ) m s( r )  = ^ £ / ( s ) w r (s ) ,

s e Z  s e Z

where the coefficients £ /(s)are , of course, determined by
a = Y  U ( s ) w 5.

s e  Z

The operation of dyadic conjugation defined on the dyadic field is analogous to that of 
complex conjugation on the complex field, though it has a less easily visualised (if any) 
geometrical interpretation. By analogy with the inner product

C / .g )=  f  / 0 ) g * 0 )
x t R

of two functions /  , g e Z.2 , we define the (pseudo) inner product in F by
(u ,u)=  Y  U( SM S)-

s e  Z

The Fourier transform u of u 6 F is defined, by analogy with
/ (fc) = ( / , e x p 2 j u / c x } =  J / ( x ) e x p ( - 2 n t f c x ),

x e R

i l ( r )  = (u ,u F )=  X  u (s )u 7 ( s )  = X  u (s )m s( r ) .
s e Z  s e Z

The Fourier transform operator is self-inverse,
a = u ,

from which it follows that
Y  fKs)  ■

s e  Z

We can therefore identify the coefficients £/ (s  )above with the coordinates of 0., and define 
the dyadic conjugation operator • concisely by

u (r )  = ]T il(s)tor (s)  = ^  w r( s )  u ( t ) w ‘( s ) .
s e Z  s e Z  f e Z

The last expression may be compared with that of the analogue of Fourier’s integral theorem,
u ( r ) =  [ i t i ! ( r ) [ u ( ! ) ! t i ' ( s ) ,

s  e Z  < e Z



4 .2  A G-differentiator on the dyadic field
This expression may be used to give a global definition of a G-differentiator A : F -> F . By 
analogy with dx n/dx  = n x n~1, let us define A by

A w s = w s~1 ( s e Z )  

and extend this by linearity to F , thus:

(A il) ( r )  = ^  (A w s) ( r )  ^  u ( 0 ^ !(s )
s e Z  I eZ

= y  u s' ‘ ( r )  Y  u (O to‘(s )
s e Z feZ= fw_1 X Z û )ŵs)Vr)v s e Z t eZ y

= (w _1u ) ( r )
r +  1

= y  nT1( r  -  s ) u ( s )
s -  r

= a ( r + 1) + u ( r ).
Bearing in mind that addition is the same as subtraction modulo 2 we see that the 
G-differentiator A is simply the first forward finite-difference operator on the sequence 
( Ur)r-M(u) ■ So Gibbs differentiation subsumes the calculus of finite differences, at least 
in a limited sense! The local definition

(A u ) ( r )  = u ( r  + 1) + u ( r )
of A is evidently much simpler and more natural than the global definition

( A u ) ( r ) = ^ H ( r ) [ u ( i y ( s ) .
s e Z  f e Z

On the face of it, evaluating the latter expression entails a knowledge of the function u on 
the whole of Z, but in reality the properties of the powers of w ensure that only u(r) and 
u(r +1) are needed.

vIn Section 5 we shall meet G-differentiation on a space where no non-trivial Fourier 
theory appears to exist. Nevertheless a local definition of the G-derivative may be given 
and two kinds of Taylor series exist, one with a countable infinity of terms, the other with 
an uncountable infinity thereof.



4.3  Sxrmmability of divergent series of terms in G F ( ? )

It may have occurred to the reader that the inner product (u , v) may fail of definition for 
some ordered pair ( u , u) e F because neither u nor v terminates. For example, if 
u = to = 0 • 1 and v = 0 • 1 , so that v = w , then

(u ,o )  = y u ( s ) t i ( s )  =
seZ  s - 1

and the summation is of a countably infinite set of Is (modulo 2). It is in fact a convention 
of Fourier analysis in the dyadic field necessary for consistency that a divergent series

X“(r)r- 1
is summable if <2 terminates, and in this case

Z u(r) = X a<>)-r -  1 s -  1

The condition that u terminates is equivalent to the condition that, for some non-negative 
q, u is periodic, of period 2 q.

Further details of Fourier analysis in the dyadic field have been recorded by Gibbs 
(1984).

5 G-DIFFERENTIATION OF DYADIC FUNCTIONS
We define a dyadic function, on the analogy of a real function R -» R , as a function /  : F -> F . 
To define differentiation on the space of such functions has long been a desideratum. The 
conventional idea of G-differentiation, restricted to functions G -> C, where G is some 
suitable group, is open to criticism on the ground that it is only a half-generalisation tion 
of differentiation C -» C — a generalisation only with respect to the domain of the functions. 
The critic who takes this position would prefer to see a generalisation affecting both domain 
and codomain in the same way, so that differentiation R -> R and C -> C is extended to 
differentiation of functions K-»K, where K is an arbitrary member of some 
not-too-restricted class of fields. In the first instance, he might be happy to see 
differentiation extended to functions F -> F.



The algebraic groundwork for such an extension already exists in the copious literature7 

of so-called boolean differential calculus, which applies to functions {0 , 1 }" -> { 0 , 1 }, 
where n is a positive integer. To convert this rudimentary calculus into a discipline in 
which non-trivial analytical considerations play a part, we have to allow n to become 
countably infinite, that is, to consider not finite-dimensional vectors of Os and Is but infinite 
sequences thereof. The domain thus becomes the set underlying F. We also have to 
recognise that a function {0 , l} " -> { 0 , 1 } P is essentially equivalent to a p-vector of 
functions { 0 ,1 } '1 -> {0 ,1 } . By this observation we are led to regard a function F -» F as 
a sequence of functions F -» $ = def GF{2) . Such is the programme that is partly carried 
out in a note by Gibbs (1979).

5.1 The proper differentiator
The initial idea in this development is that of the proper differentiator 5 , defined on the 
space A of functions <f> -> <f>. We define 6 : A -» A by

(5<i>X^) = <i>a) + <l>«+ 1) = <K0) + <KD O M A .S e * ) .
where 0 and 1 denote the zero and unity of <f>, respectively. Notice that the proper 
derivative of an arbitrary function <j> e A is a constant function, equal to 1 E A if the values 
of <j) at 0 and 1 are distinct, and equal to 0 e A if these values are the same. It follows that
52(|) = O e A.

The proper differentiator bis thus a linear operator on A such that the derivative 5t of 
the identity function i e A is 1 e A and the derivative 5 yof each constant function y £ A is 
0 e A . These properties of bare analogues of familiar properties of the real differentiator 
and of the dyadic differentiator'®. Unlike^ the dyadic differentiator, bsatisfies a simulacrum 
of the product rule

D ( f g )  = f  Dg + g Df

7 See, for example, the lecture notes of Thayse (1981).
® The property 6 , - 1  holds for the dyadic differentiator only in the vacuous sense that there is no identity 
function from the dyadic group to C .
^ The (extended) dyadic differentiator obeys a product rule, in general, only if /  and g  are Walsh functions 
(Butzer, Engels, and Wipperfiirth, 1986).



for real differentiation, namely-^,
6(<t>ifO = <j)6'i|; + 'ip5(i>-,-5<l)5'1J;.

The proper differentiator also satisfies
X(5<i>X?) = 0

Q~ 1analogously to the corresponding property X ( D f ) ( u o x) of the G- differentiator for the
x - 0

functions Z q -» C. The operator 6 possesses the eigenfunction property only in a trivial 
sense. The only character of GF(2 ) is the principal character 
1 e A . The corresponding eigenvalue is 0 e <t> and

6 1 = 0 1 .

5.2 Partial proper differentiators
The dyadic field has been introduced in Section 4.1 above. Here we shall identify a dyadic 
number a with a sequence(ur) , where u r = dPf u ( r ). With this convention the definitions 
of addition and multiplication in F are

(u + v ) r = Ur + Vr ,
( U V ) r  = X U r - s V , '

Each u e F  generates a subspace F (u ) of the linear space F defined by 
F (u ) = { u e F : ( r e Z ) i f  u r = 0 , then vr = 0} .

We say that u e Fis terminated iff, for some (unique) W ( u ) e Z , x  n ( u ) - i = 1 and, for each 
r > A /(u ) ,u r = 0. Each terminated u e F generates a finite subspace F ( u ) having at most
2 Nt!i)-M{u) eiements#
' The set 1/  = { w n\n e Z ) was introduced in Section 4.1 as a basis for F ; another, less 

sophisticated, basis is the set { d s}leZ defined by
d s( ( ) = l  ( s - O .
d s(O = 0 (s # f) •

I ® The generalisation of the product rule to the product of n functions 4> ■ , 4>2 ...... may be written

C 1 ^ )T 1 g - X X -  I  f l
where, of course, 6° -  d(, I and 6 1 -  a„  6 .



Evidently d 0= l e F .W e  define ( r e  Z ) the operator x r by

( t r u ) s = u r+s ( u e F ,  s e Z ) .
The set of operators ( x r}reZ is connected with the basis { d s}SEZby

x r d s d s_r ,
in particular,

x rd r = d 0.
Let L denote the space of functions F -> F . We define ( r e  Z) an operator <3r :Z -> L

The operator d r is evidently a generalisation of the proper differentiator 6 : we therefore 
call d r the r-th partial proper differentiator.

5.3 Taylor series for dyadic functions
As we remarked before, a dyadic function (a function F -» F) may be regarded as a sequence 
of functions F -» 4>. More precisely, if /  is a dyadic function, we define, for each r e  Z . 
a function /  r : F <i> by

The value of f  r at u may be expressed in terms of the value of f  r and its partial proper

The corresponding finite expansion was given by Akers (1959). The full Taylor series may 
be written

by
( ^ r / )  (« ) = / ( u )  + / ( u  + d r) ( / e i . u e F ) .

/ r ( u ) = (/<X >)r O e F ) .

derivatives at an arbitrary point a  of F (a  i= u ) by means of a generalised Taylor series.

Since such an equality holds for each r  e F, it follows at once that

If a  + u is terminated, then the subspace F (a  + u) is finite, and the series comprises at



most 2 'V(a u) M(a+U) terms-f f . If a  + u is not terminated, then the "series" comprises 2 0 

terms, and its summation presents an interesting problem.
There is another series expression for / ( u )  in terms of / ( a )  and values of partial 

proper derivatives of /  . It was given by Thayse (1971) as a finite expression for boolean 
functions, It has the advantage of having only a countable infinity of terms, and is therefore 
a series in the conventional sense. On the other hand, it can hardly be called a Taylor 
series (though we shall extend it that courtesy), for the partial proper derivatives that it uses 
are not all evaluated at the same point of F . The series may be written

/ ( u )  = / ( a ) +  J  (a  + u) s ( ^ / ) ( a+  X  ( a + u )td <
s b M (a+ u) \  t~ M (a + u)

As in the case of the Akers-Taylor series, the Thayse-Taylor series reduces to a finite 
expansion in the case that a + u is terminated. It then comprises at most
1 + A (a  + u) -  M (a  + u) terms-^.

I f  A numerical example may help to clarify this unusual kind of Taylor expansion. Let cc 0 • 1011 and 
u  = 0 ■ 1 1 0 1 . Suppose that a partial table of values of /  is as follows:

X / O )

0 - 1 0 0 1 1-111

a 0 - 1 0 1 1 1-101

a 0 - 1 1 0 1 1- 011

0 - 1 1 1 1 0 - 1 11

/ ( a )
/(u )

Then a  + u  -  0- 011 ,  F( a  + u)  = {0 ■ 000 ,  0 • 0 0 1 , 0  • 0 1 0 , 0  • 01 1 > and the Taylor expansion for / ( u )  
in terms of / ( a )  and the partial proper dervatives of / at a  is

/ ( « ) - ( (  I  f l ^ ' l A a )\ \ueF(a* u) s-2 J J

= (( 1 + ^2+^3+^2^3)/)(a )
- 1-101 + 1-010+0-010 + 1-110 ,

which sums, as it should, to 1-011.
1 2  As a numerical example, let us take the same a  , u , and /  as in the previous footnote. Then

3 / »-i >/ ( u)= /(«)+ £ (* ,/ )  a + I ( a  + u),d,*« 2 V <”2 9
= / ( a ) ^ ( a 2/ ) ( a )  + ( a 3/ ) ( a  + 0 - 0 1 )

= 1 -101 + 1 -010 + 1 - 100,

which sums, likewise, to 1-011 .
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Abstract

The aim of th is  paper is  to deal with an extension of the standard dyadic 
derivative  which is  not re s tr ic te d  only to piecewise constant functions but 
covers piecewise polynomial functions, many very unsmooth functions, but also 
several c la ss ic a lly  smooth functions. This extension re su lts  by f i r s t  
equipping the sum defining the standard dyadic deriva tive  with the 
m u ltip lica tive  fac to r ± 1 and then applying E uler’s summation process to i t .  
The extension, which is  therefore  ra ther basic , is  of such a nature th a t the 
c h a ra c te ris tic  p roperties th a t a "derivative" usually has are s t i l l  preserved 
as fa r  as possib le. This new approach to dyadic d if fe re n tia tio n  was introduced 
by the authors together with Udo Vipperfiirth in 1986. In contrast to our 
re su lts  th ere , the present approach is  not given in the se ttin g  of ( f in ite )  
Valsh-Fourier transforms but even in the o rig in a l function space. Ilowever, i t  
is  re s tr ic te d  to in teger order deriva tives; i t  does not cover the frac tio n a l 
case.

The main theorems, dealing with integer order derivatives and a n ti-d e r i­
va tives, together with th e ir  proofs, are new. This extension is  therefore 
independent of the one of 1986.



1. In troduction

This paper does not attempt to  survey recent re su lts  on dyadic 
d if fe re n tia tio n  but to  discuss in d e ta il  the background to an extension of the 
dyadic d e riv a tiv e , one which is  applicable not only to  piecewise constant 
functions but also to piecewise polynomial functions, fo r example. The 
extension is  of such a nature th a t the c h a ra c te r is tic  p roperties th a t a 
deriv a tiv e  usually  possesses, in p a r tic u la r  the standard dyadic d eriva tive , 
are preserved as fa r  as possib le .

There ex is t various forms of dyadic d if fe re n tia tio n , one which in te rac ts  
with the Valsh functions (x) s im ilarly  as does the c la s s ic a l derivative  with
the exponential functions e ^ x : = k ^  fo r k = 0, 1 ,- •• , D̂- being the 
dyadic d e riv a tiv e . One form is  due to the in i t i a to r  of th is  f ie ld  of research, 
John E. Gibbs [16,17,18,19,20], other forms to  P ich ler [33,34], Vagner and 
Butzer [8 ,9 ,10 ,11], Pal [30,31], Onneweer [27,28,29], He Zelin [23] and others 
([36], [37], [39], [43] e tc ) .

Here the functions in question are defined on the in te rv a l [0,1] (or 
[0 ,cd) ) ,  on the dyadic group or dyadic f ie ld .  Since the dyadic derivative 
depends on the ordering of the Valsh functions, Onneweer [28] managed to come 
up with a d eriva tive  whose eigenvalues are independent of the p a rticu la r 
enumeration of the ^ ( x )  as well as to  unify some of the various approaches to 
dyadic d if fe re n tia tio n .

The purpose here is  not to  generalize the dyadic derivative  in such 
d irec tio n s but to  try  to modify i t s  d e fin itio n  ra th e r b asica lly : f i r s t  equip 
the sum defining the deriva tive  with the m ultip lcative  fac to r ±1 and then 
apply E u ler’s summation process to i t .  The range of impact of the resu ltin g  
deriv a tiv e  is  not re s tr ic te d  to piecewise constants but also covers several 
c la s s ic a lly  smooth functions. However, th is  new derivative  is  especially
applicable to ra th e r unsmooth functions; fo r example, also to x d(x), d(x) 
being D ir ic h le t’s function.

Let us add th a t th is  new approach to dyadic d if fe re n tia tio n  was f i r s t  
considered in our papers [4, 5] where, however, the derivative  is  not defined 
in the o rig in a l function space, as below, but in the realm of Valsh



transform s. So the present approach is  more n a tu ra l, and one which makes good 
use of Euler summability. In th is  respect our main theorems (namely Theorems 1 
to 4), the proofs of which are somewhat in tr ic a te ,  are new. They actually  
complete re su lts  begun in Engels [12]. Further, the present matter is  not 
oriented towards fra c tio n a l order d eriv a tiv es , the subject of [4, 5], but to 
derivatives and a n ti—derivatives of in teger order r £ IN.

Section 2 deals with the basic concepts of Valsh analysis. Section 3 is 
concerned with the standard d e fin itio n  of the dyadic deriva tive  and of an ti 
deriv a tiv es, the reason for th e ir  in troduction , th e ir  ro le  and advantages. 
Vhereas Section 4 is  devoted to the new, extended dyadic d eriva tive  and i ts  
basic p ro p erties , Section 5 deals with the deeper ones, including the counter­
part of the fundamental theorem of the Newton-Leibniz calculus in the frame of 
Valsh analysis. Section 6 t re a ts  the extended derivative  in the frac tio n a l 
order case, i t s  p ro p erties , as well as compares the standard with the extended 
dyadic deriv a tiv e . Next come several examples of functions which are ED—d if— 
fe re n tia b le , l is te d  in Section 7. The f in a l  section is  then devoted to app li­
cations, namely to  Fourier analysis and best approximation in the Valsh 
se ttin g .

2. Prelim inaries

Let IN = {1,2,3 , INq := N U {0}, 2 := {0,±1,±2,■ • •}. Each k 6 has a
unique dyadic expansion k = k -2  ̂ with k. 6 {0)1 } and 2 < k < 2 ,
K e IN . Likewise each x 6 [0,1) has a unique expansion x = x^2 with
x- 6 {0, 1 }, the f in i te  expansion being chosen in case x is  a dyadic ra tio n a l. 
The dyadic sum of x 6 [0,1) and y 6 [0,1) is  defined by x ® y
= E “ h 2~ (j+1) where h. := (x.+y.) , i f  there does not ex is t a numberj=o j ’ J x J J mod lj such th a t x- f y. for a l l  j > j Q. Consequently dyadic addition x © y is 
defined for countably many y £ [0,1) in case x £ [0,1) is  fixed . The Valsh

E.“0 x.k,
functions ^ ( x )  are defined (in Paley’s enumeration) by ^ (x )  = (-1)  ̂ ^
for x £[0,1) and k £ IN . They possess the properties



(2 . 1 ) ^ ( x  ® y) = f>k (x)?)k (y) (x 6 [0, 1 ) fixed , almost a l l  y £ [0, 1 ) ) ,

(2 . 2) 2kj = 1 -  4 (2"j_1) (k ,j 6 m0),

1

(2.3) J  ^k (x) ^r (x) = ^  n ( = kronecker d e lta ) .
o

X = X [0,1) w ill stand fo r the spaces Lp (0 ,1 ), 1 < p < cd, fo r which the norms

P IL  -  { / 0P M I P^ } 1/P in case 1 < p < w, or = ess supxgr0 ^ | f ( x ) |  in case 
p = co, are f i n i t e .  Here f  = g in the space X w ill mean ||f-g(]j = 0.

The V alsh-Fourier se ries  of f £ X[0,1) and the respective co effic ien ts  
f"(k ) are given by

CD 1

(2.4) f(x ) ~ ^ f"(k)y)k (x), f *(k) := f  f(u) ^ (u )  du.
k=o o

For h £ [0,1) there  holds

(2 . 5) | f ‘ (k ) | < ||f ||x , [ f ( - +h)]*(k) = ?>k (h )f '(k )  (k £ W0).

The dyadic convolution of f £ X[0,1) and g £ L^(0,1) as well as the 
associated dyadic convolution theorem read

1
(2 . 6) (f * g)(x) := f  f(x®u)g(u) du (x £ [0, 1 ))

o
[f * g ]‘ (k) = f*(k) g*(k) (k e tN0).

The uniqueness theorem s ta te s  fo r f £ X[0,1),

(2 . 7) f “(k) = 0  (k € N0) i f f  f = 0 .

9^—1For the 2n-th  p a r t ia l  sum S n f(x) := f (k) ^k (x) there  holds



(2.8) lim ||S f -  f |L  = 0,n—kd 2n A

and fo r the associated Valsh-Fourier kernel Dn(x) := ^ ( x) ,

(2.9) P J I i  = 0(log n ), ||D Hj = 1 (n —> cd)

The Valsh-Fejer kernel, Fn (x) := n  ̂ E^^qDj(.(x) ,  has the property

(2 . 10) P J i  < 2 ( n e » ) .

This m aterial is  standard; see e .g . [41], [40].

3. Towards the Standard Concept of Dyadic D iffe ren tia tio n

Almost a l l  c la ss ic a l orthogonal systems can be represented as solutions 
of d if fe re n tia l  equations. Obviously th is  cannot be true fo r the Valsh 
functions, since step-functions are not d iffe re n tiab le  in the Newton-Leibniz 
sense (jumps !). From th is  point of view the question a rises  whether i t  is 
possible to define a concept of d iffe re n tia tio n  adaptable to Valsh functions. 
In c la ss ic a l Fourier analysis (e .g . [6] ) ,  with

® T
(3.1) f(x) ~ l  f j (k )e ikx , f F( k ) : = ^  /  f(u )e~ iku du (k f I ) ,

k=-co -r
the r - th  derivative  can be formally obtained by

(3-2) fW (x )  ~ l  ( ik ) r f F(k)eikx,
k——OD

for which Dr ekkx e (jj^) ekkx = ( ik )r e'''kx, k £ 1, the fac to r ik being the 
eigenvalue of the c la ss ic a l operator of d if fe re n tia tio n .

In 1972 Butzer and Vagner [8] introduced the dyadic d if fe re n tia l  operator
frlDL J which sa tis f ie d



(3.3) D ^ f ( x )  ~ l  (k)r f ‘ (k) ?)k (x) 
k=o

fo r which ^k (x) = kr î k (x)> k € W0; i t  is  the analogue of (3 .2 ).

To see how to  obtain D ^ ,  le t  k = kj 2d , taking kj in the form 
(2 .2 ). Then k = X.^ { 1 - i.(2 _d 1 )}2‘]' \  and so, noting (2 .1 ),

J  - 0  K

“ . . . , i “ jib (x)-f), (x®2 d ^)
(3.4) k ffk (x) = J  2J 1 {^k (x )-f)k (x©2  ̂ 1 J  —

j =o ' j - 0
T 1!

This suggests defining in the o rig in a l function space as follows: 
f 6 X is  said to  be strongly dyadically di f f eren t iab le  in X, i f  the sequence 
of functions

n- 1

(3 ' 5) dnf W  ••= l  2j ~1{f(x.)-f(x®2~J~1)}
j=o

converges in the norm of X; in th is  case the lim it g of (3.5) is  called  the 
strong dyadic derivat ive  of f and denoted by D ^ f  = g. Higher order deriva­
tiv e s  of f £ X are defined by D ^ f  = (D̂ -r ^ f ) ,  r = 2 ,3 ,- • • .  Pointwise

Frldyadic d e riv a tiv es , to be denoted by f L J (x ) , are defined accordingly.
rr lI t  turned out th a t DL J is  a lin e a r , closed operator on X; sim ilarly  as 

in c la s s ic a l Newton analysis (e .g . [6])  there holds fo r f e X:

(3.6) D ^ f  = g ex is ts  with g £ X <=>
there  e x is ts  g 6 X : g"(k) = kr f* (k ), k e INq .

Most re su lts  obtained in the past 20 years in Valsh-Fourier analysis have 
confirmed th a t th is  is  probably the best concept of a dyadic derivative to 
use. N evertheless, three main questions were posed and are s t i l l  not a l l  
solved. Firs t ly ,  is  i t  possible to give an in te rp re ta tio n  of the dyadic deriv­
ative  as fo r the c la ss ic a l deriv a tiv e , which may be associated with the slope 
of a tangent to a curve, or with the speed of an object ? Thus, can one asso­



c ia te  the dyadic derivative  with basic geometric or physical notions? Although 
several attempts were made to solve th is  problem, there  is  s t i l l  no in tu itiv e  
in te rp re ta tio n  of the dyadic deriv a tiv e , which may perhaps l i e  in the se ttin g  
of information theory and re la ted  f ie ld s ,  namely in f ie ld s  which make use of 
dyadic Valsh analysis (see also below). Anyhow, there is  a f i r s t ,  but ra ther 
abstrac t in te rp re ta tio n  given by Gibbs and Ire land  [20] in the realm of lo ca l­
ly compactiabelian groups. The second question was a possible comparison bet­
ween dyadfe^d ifferen tia tion  and c la ss ic a l d if fe re n tia tio n  in terms of an ana­
ly t ic a l  re la tio n sh ip ; an answer to th is  very important question is  also s t i l l  
lacking. This is  perhaps due to the fa c t th a t dyadic d if fe re n tia tio n  and c la s ­
s ic a l d if fe re n tia tio n  are of ra ther d iffe ren t nature. I t  is  well known th a t a 
function being d iffe re n tiab le  a t some point in the c la ss ic a l sense needs only 
to be defined in a a rb itra ry  small in te rv a l about th a t point; dyadic d ifferen  
t ia t io n  in co n trast, -  on account of dyadic addition in (3.5) -  also takes
into  consideration points having a d istance up to x®2 from x. Moreover, 
c la ss ic a l d if fe re n tia tio n  is  defined via the lim it of one d if fe re n t ia l  quo­
t ie n t ;  dyadic d iffe re n tia tio n  sums up in f in ite ly  many d if fe re n t ia l  quotients 
of a p a r tic u la r  kind, where addition is  now dyadic addition . Nevertheless, a 
function whose derivative  in e ith e r sense is  equal to zero is  always a con­
stan t function.

A third  question ra ised , but solved, was the problem of describing 
p resise ly  the class of functions which are dyadically d if fe re n tia b le . I t  soon 
became apparent th a t dyadic d if fe re n t ia b i l i ty  does not re a lly  apply to 
c la ss ic a lly  smooth functions. Thus, Skvorcov and Vade [38], who improved 
e a r l ie r  re su lts  due to Bockarev [3], Butzer and Vagner [10] as well as Schipp 
[37] ,  showed th a t i f  f is  continuous on [0, 1 ) in the c la ss ic a l sense and 
dyadically d iffe re n tiab le  at a l l  but countably many points x £ [0, 1 ) ,  then f 
is  a constant. Then in 1985 Engels [13] fu lly  characterized the class of 
functions which are dyadically d iffe re n tia b le . In fa c t ,  a bounded function f 
on [0, 1 ) ,  which possesses a f in i te  or a countably in f in i te  number of 
d isco n tin u itie s  exclusively of f i r s t  kind (namely jumps only) having at most a 
f in i te  number of c lu s te r  points in [0 , 1 ) , is  dyadically d iffe re n tiab le  on 
[0 ,1 ), i f  and only i f  f is  a piecewise constant. Although th is  seems to be a 
ra ther r e s t r ic t iv e  condition, the standard dyadic deriva tive  is  especially  
adapted to functions th a t have only a few or short in te rv a ls  of constancy. I t  
is even applicable to functions which seem to be ra th e r "exotic", like



CD ^  ( x )

(3.7) f(x ) := 1 + l  (x € [0 ,1); n > 2).
k=l k

Although th is  function ha?* d isco n tin u itie s  a t each dyadic ra tio n a l, i t  is
s t i l l  dyadically  d if fe re n tia b le , with D ^ f ( x )  = k n 1 ^ ( x ) ,  x 6 [0, 1 ). 
For a graph of th is  function fo r n = 2 see [14]. Anyhow, one must admit tha t 
piecewise constant functions play an e sse n tia l ro le  in d ig i ta l  signal process­
ing, communication theory, d ig i ta l  f i l t e r  design, binary d ig i ta l  c irc u its ,  
m ultiplex systems (d ig ita l  m ultiplexing) and coding with binary elements. This 
is  due to fa c t th a t Valsh functions can only take on the values ±1, which play 
an important ro le  in these areas. Also in th is  respect, in elementary p a rtic le  
physics one has even and odd p a rity , p a rtic le s  and a n tip a r t ic le s , positive  and 
negative charges; re c a ll  the famous Pauli p rinc ip le  of quantum mechanics here.
I t  is  a well-known fa c t th a t the Valsh system can be applied in many f ie ld s
which are connected with binary and d ig i ta l  processes [22 , 1 , 2] .  So i f  one 
regards dyadic d if fe re n tia tio n  as a counterpart of the Newton-Leibniz
d erivative  especia lly  fo r working in the binary frame (note th a t ’b inary’ is 
closely  re la ted  with ’dyadic’) ,  i t  is  not at a l l  surprising  th a t dyadic
d if fe re n tia tio n  applies only to piecewise constants.

However, from the point of mathematics per se and signal analysis (see 
e .g . [7 ])j i t  is  desirab le  to d if fe re n tia te  functions which are not only 
piecewise constants but piecewise polynomials, say. For th is  purpose the 
d e fin itio n  of the dyadic deriva tive  would have to be modified. So the problem 
now is  to  enlargen the c lass of d iffe re n tiab le  functions, without loosing the 
basic p roperties the standard dyadic derivative  possesses.

A f i r s t  possible attempt in th is  d irec tions would consist in supplying
the se ries  in (3.5) with the m u ltip lica tive  fac to r (-1)3, thus to try  to
define the extended d eriv a tiv e , to be denoted by D ^ ^ f ,  in terms of the 
lim it in the norm of X of the sequence

n
(3.8) l  (-1)3 2j_ 1 {f(x) -  f(xe2"j_1)}.

j =0

The fa c to r (-1)3 seems to be especially  compatible with the nature of the 
Valsh functions, which l ie  a t the base of dyadic analysis, since these func­
tions have the same jumping character; they only take on the values ±1 .



Further, the b u i l t - in  fac to r (-1 )J seems to be only a very s lig h t m odification 
of (3 . 5) ,  not d isturbing the p roperties of dyadic d if fe re n tia tio n .

In th is  case, defining the r - th  derivative  D ^r ^ f  in an obvious manner, 
i t s  existence fo r f  6 X implies

(3 . 9) p [ l> ] ] f ] - ( k )  = (k*)n T (k ) (k G N0),

where k* = k*(k) 6 I  is  now defined by

(3.10) k* = l  ( - l ) j 1.2*,
j =0

where kj are the binary co effic ien ts  of k e INo.

In fa c t ,  taking the case r = 1 for s im plic ity , and noting (2.5) and
( 2 . 2) ,

l  ( - l ) j  2j - 1 { f ( - H (-®2 j X)} -  D ^ iH f (k)

l  ( - l ) j  2^_1(2kj )f"(k) -  [DC't1] 3f ] “ (k) 
j=o

< II l  ( - l ) j  2-* _1{f (■ ) - f  (• ®2-  ̂ X)} -  D^1] ] f ( . )*■ . X

As the norm tends to zero for n —> ®, there follows (3.9) i f  one defines k* by
(3.10).

Concerning the sequence of the k*, as k increases they o s c illa te  from 
positive  to negative values, always sa tisfy ing

k, L even T, if  k = 2 \  L 6 IN
-k, L oddk* = k*(L) =



{p o sitiv e , L odd T 1 T
, i f  2L 1 < k < 2L, L g «,

negative, L even and

(3.11) k/5 < |k*| < k (k e IN).

For more d e ta ils  and a tab le  of the k* for 0 < k < 71 see [4]. For example, 
0* = 0, 1* = 1, 2* = -  2, 3* = -  1, 4* = 4, 5* = 5, 6* = 2, 7* = 3,
8* = -  8 , 9* = -7.

However, not even piecewise lin ea r functions are dyadically 
d if fe re n tia b le  in the sense of (3 .8 ). Taking, fo r example, the function

f X , x e [0,1/2) f(x) := x ^ ( x )  = |
1 -x , x e [1 / 2 , 1 ) ,

then (3.8) does not converge in X-norm. Thus the possible extension (3.8) is  
not applicable to a wider class of functions. Furthermore, the converse of
(3 .9 ), as in the case of the operator D ^ f  ( re c a ll  (3 .6 )) , is  not necessarily
tru e . Thus the assertio n  th a t (k*)r f"(k) = g‘ (k), k e IN , fo r some
g ,f  6 X[0 , 1 ) ,  does not generally  lead to the existence of D ^ r -^f = g.

Note th a t one could, at le a s t form ally, rew rite d e fin itio n  (3.8) in the 
se ttin g  of (3 .3 ), thus define D ^ r ^ f  via the X-norm in terms of

n
(3.12) J  (k*)1 r ( k )  *k (x).

k=o
For a short survey of dyadic d if fe re n tia tio n  as of 1981 see [40, pp. 653-657].

4. Extended Dyadic Derivative

As observed, the foregoing extension of the dyadic derivative  is  not a 
true  one. Therefore le t  us try  to apply a summability process to the series
(3.8) or (3.12) in order to try  to force them to convergence not only for 
piecewise constants. A su itab le  process is  th a t connected with the name of 
Euler.



D efinition  1: The se ries a--------------------  j is  said to be Euler-summable to s, i f

(4.1) a.J

tends to  s fo r n —> m.

The fa c t th a t both sides of (4.1) are equal to another seems to be somewhat 
astonishing but is  easy to show [24, p. 232].

The left-hand  side of (4 .1 ), which might be the more convenient form of 
the d e fin itio n , is  usually w ritten in the symmetric form

n v

v=o j=o
(Regarding the conversion of one into  the other see [24, p. 236]).

The se ries (4.2) is  the p a rtic u la r  case q = 1/2 of the general 
Euler-Knopp (E,q) transform , given by

n v(4 .3 ) l (J) qI/(l-q)n_I/ J a. (q 6 R\{0,1}).
v=0 j =0

The (E,q)-transform  is  regular in the sense th a t i t  sums convergent 
series  to the same lim it i f  and only i f  q is  a re a l sa tisfy in g  0 < q < 1. (For 
a proof in case q = 1/2 see Knopp [24, p. 232]). I t  is  well-known th a t the 
Euler process is  a very e ffec tiv e  method of convergence; i t  has a wide region 
of summability. Although every (E,q)-summable se ries is  Borel summable, there 
is  a certa in  sup erio rity  of the (E ,q)-process in comparison with th a t of 
Borel, especially  since the (E,q)-transform  permits adjunction of elements 
( tra n s la tiv e )  and is  easie r to handle. At any ra te , the Cesaro-process and 
Euler-process are incomparable [24]. Anyhow, the (E,q)-process is  one of the 
most powerful of p ra c tic a l lim ita tion  processes. For questions regarding Euler 
summability see in p a rtic u la r  [24], [25, pp. 244 f f ,  468 f f . ,  509 f f . ] ,  [35, 
pp. 56 f f ,  92 f f ] ,  [32], [42, pp. 130 f f ] .



D efinition  2: Let f £ X. I f  there is ' a g £ X such th a t

(4 -4) li[n lldn f H  -  g ( • ) llv = 0,n—to
where 1

n v
(4.5) d j ; f ( x ) :  = l - l  4 (u )  l  j j ) ( - l ) j  2J- 1 { f(x )-f(x® 2-j-1)}

v-o 2 j =0(x e [o , l ) ) ,

then g is  called  the f i r s t  strong extended dyadic (=ED) derivat ive  of f ,  de­
noted by £ ^ f  = g. ED-derivatives of higher order r  E I  are defined by 
£{r}f = f{ 1 } ( ^ r - 1 } f) . Set X ^  : = {f £ X[0,1); f W f  e X[0,1)}.

Lemma 1: I f  fo r  f f I there ex is ts  £^r ^f 6 X for  some r  £ IN, then

(4-6) [ ^ r > f]‘ (k) = (k*)r  f*(k) ( k e « 0).

Proof: Let r  = 1 . Since ^ ( u )  {f(u)-f(u®2 d ^)} du = f " (k ){ l-^ (2  d 4)} = 
2kj f “(k ) , one has

(4.7) [ < i ] - ( k ) = { j  - k  l  S l J f W -
'U- 0  ̂ j  =0 '

Hence i t  follows by (2 .5 ),

|[d£  f]~(k) -  [^{1 }f ] - ( k ) |  < ||df f -  £^1 >f||I  -  0 (n -  co).

Now fo r a rb itra ry  k £ IN there  is  (by d e fin itio n  of the dyadic expension
of k) j £ IN with 2^ < j < 2^+  ̂ such th a t k. = 0 fo r a l l  j  > j  . So, / J o - J o j J J o
reca llin g  th a t the Euler process is  regular,

'Note th a t one could also define d i ( x ) ,  on account of (4 .1 ), by 
(2n+1)_1 C o  f c ? )  Sj=0( - l ) d 2J - 1 { f(x )-f(x e 2- J - 1)}.



This y ields (4.6) in case r  - 1 . The re s t follows by induction.

£The sums dflf of (4.5) can also be represented as follows:

Lemma 2: The sums d^f, f 6 X[0,1), are equal to

<4 -8> <  •- i  ( ; : ! )  i  ( -D J .  » „ ) w  - ( f .  D„) ( x . r M ) }
u=o j = 0

m th  x 6 [0, 1 ) ,  D^x) := ^ ( x ) ,  p y  *(k) = 1 , k e Wq and w > k.

^r 0° f : Taking the Valsh-Fourier co e ffic ien ts  of (4 .8 ),

[dn l  (;"}) l  ( - l ) j 2J - 1 f-(k ) [ D ^ k )  { l-^k (2- j - 1)}
u=0 j = 0

■  { ^  i  ( : u )  i  h )3 *  } f*(k)
'  V- 0 j  =0 >

which is  id en tica l to the rig h t side of (4.7) on account of the two equivalent 
forms of Def. 1 . The uniqueness theorem then y ields (4 .8 ).

Let us denote the rth  X-norm ED-derivative b u ilt up i te ra t iv e ly  from the 
d ifference djjf by e j f h .  (yhen using the a lte rn a tiv e  d e fin itio n  of Euler sum- 
m ab ility , representation  djjf is  more complicated; see Lemma 5.1 of [4]).

The representation  (4.8) in comparison with (4.5) is  in te re s tin g  in the 
sense th a t f has been replaced by the convolution f+D^ which smoothens f .

The Valsh functions ^ ( x ) ,  known to be a rb i t r a r i ly  often d iffe re n tiab le
“  the sense of (3 -5)> turn out to possess the same property in the extended 
sense. Indeed,



Lemma 3: For the Valsh funct ions  ^ ( x )  one has

(4.9) £^  ?>k (x) = ^ ( x )  = (k*)r  fSk (x)

Proof: Let r = 1. The general case follows by induction.

(r ,k  6

K  -  V  " k i l l  = II { I  i l l  I  ( I )  ( - ‘ I 5 2 i ‘ j  - k * k »M  n~ ^  U o  2 j =0 U; >
= lim n—hi

, , / v 1

o 
<3 ll

n V
= lim n—hd

y i yL 9i/+V-Q 1 1 L 
j =

He11! ’

which tends to zero fo r n —* m, sim ilarly  as in the proof of Lemma 1. 5 * *

5, The Fundamental Theorem fo r the ED-Calculus

A basic ro le  in th is  section w ill be played by the functions V*(x),
defined via
(5.1) r i, k = o

\  (k*)~r , k 6 IN (r 6 DO-

The V alsh-Fourier se rie s  of V* so has the form

(5.2) V*(x) ~ 1 + 'l (k*) r  k̂ (x).
k=l

Lemma 4. For r  e IN, one has V* 6 L (0 ,1 ).

Proof: I f  r > 2, the series  (5.2) is  uniformly convergent by (3.11) and repre­
sents a function gr  6 L (0,1) with co e ffic ien ts  equal to g"(0) = 1, g~(k) = 
(k*) r fo r k 6 IN. Thus gr (x) = V*(x) a .e . by the uniqueness theorem (2 .7).



In case r = 1 set
2ra- l

:= s ,» (v; k x) = 1 * l  <*k w -
1 k=l

Abel’s formula fo r p a r t ia l  summation with n > m y ields 

<5 ' 3) Vl , n «  -
2n- l 2n-2J V Z r 1 , , D„mW D J x )
k=2 k=2

Making use of (2 .9 ),

~ I  _ { lE T P  " f } Dk+l(x- (2 )* (2 - 1 )*

2n-2
| | V *  -  V *  II <  C y11 l ,n  1 ,mMLl - L (k+l)*k*

k=2

k*-(k+l)* 1 1
(2ra) * (2n- l ) *

2n-2

< 2 5 c  l  | k * - ( k +l)* |
k=2 k2 2m 2n+1

Now one can read ily  show (see [12, p. 70 f ]) th a t fo r k e[2s ,2s+1 - 2 ] , 
m < s < n -1 ,

2s+1-2

1 |k* -  (k+1 ) * | < ^ 2
k=2

This y ields th a t

s s
s_1_1| j  ( l - ( - 2) 1+2) | < 2S+1 y 1 = 2s+1 (s + l) . 

l=o l=o

2n-2 n- 1 2S+1-2
l  lk*-(k+l)* | 1 ° ^  < l  l s+1) l0S 2 l  | k* -  (k+l)<

k=2 k s=m 4° k=2c

n- 1  n-2
< 2 log 2 J  ( s+1 )2 2' s + 2 log 2 l  (s+1) 

s=m

n-2

is=m
(s+ l)2s+1log 2

s=m



Since the se rie s  S “ (s+ l)22 s and S “ (s+l)2 & converge, the rig h t hand side-ss=o s=o
tends to zero fo r m,n —» m, and so V* m converges in L1 (0 ,1 )-norm to a func­
tio n  g^ £ L1 (0,1) as L1 (0,1) is  complete. Since V* m~(k) = 1 fo r k = 0, and 
= (k*)_1 fo r 1 < k < 2m- l ,  V |jm*(k) = g l '(k )  fo r k 6 MQ. Thus g ^ x ) -  V|(x) 
a . e . , and V* £ L ^(0 ,1 ).

The function V*(x) allows one to define an operator I r  j ,  inverse to
£ { r }

D efinition  3. Let the operator I | r  ̂ : X[0,1) —* X[0,1) be given for. f £ X[0,1)
by

1

(5.4) 1{r }f x̂) := * f ) M  = /  f (xffiu) V*(u) du.
o

I t  is  obvious th a t I | r  ̂ is  lin ea r and dyadically continuous.

Lemma 5. I f  for  f £ X[0,1) there exis ts  g £ X[0,1) such that for  r £ W

(5.5) - (k*)r f ‘ (k) = g '(k ) ( k £ » 0),
then

(5.6) f(x) = (I{r }g)(x) + f ~(°) a -e --

Proof: Since f , g  £ X [0,1),  [ I ^ g ]  ‘ (k) = [V**g]"(k) = 0  for  k = 0, and
= (k*)_r g‘ (k) = (k*)“r r ( k ) ( k * ) r for  k £ W. Thus [ I{r}g + f~(0)]~(k) = f*(k)

fo r k 6 IN , y ield ing  (5 .6 ).

Corollary 1. Let f £ X[0,1) with f “(0) - 0. I f  for  r  6 IN there exists  
£br Jf £ X [0 ,1 ), then
(5 . 7) ( I { r} (£{r>f))(x) = f(x) a .e .

Proof: I f  f M f  £ X [0 ,1), then [ ^ r ^ f ] ‘ (k) = (k*)r f"(k) by (4 .6 ). Lemma 5 then
gives



[1 {r}(£{r}f) ] *(k) = [¥r  * f{ r} fH k) = (k*)“r (k*)r  f*(k) (k € W0), 

and so (5 .7 ).
Now we wish to show th a t i f  (k*)r f~(k) = g‘ (k), k 6 IN , fo r some 

g e X[0,1), then there  ex is ts  f W f  6 X[0,1). Further, i f  f e X[0,1), then 
also ( I ^ y f )  = f .  For th is  purpose, le t  y*W  be defined via

( 0, 0 < k < 2m
(5.8) ■  j  ^  k i J .  ( - “ )

so having Valsh-Fourier se ries  2 m (k*) r  A (x ).k=2m *
Lemma 6. One has for  r  £ W, m —> a>,

||V*M || 1 = 0(m2r 2~rar) .
L (0,1)

Proof• Applying Abel’s p a r t ia l  summation once more to (5 .3) , one obtains



Now the sum on the r ig h t may be rew ritten  as
2n-2
V {(k+l)F k t (x) -  kFk (x)}

J m +1 k*(k+l)*

2n-2
W X) (2n-2)* (2ll-3)

(2n-2)* -  (2n-3)*
2m+l (2 +1 )

Now

f(2m+l)* - (2V ]
* l (2m)* . ] '

as well as
|(2 m-3)* -(2m-2)* | = 3. Combining the re s u l ts ,  and observing (3 .11), (2.9) and
(2 . 10),

2n- l 2n-2
II 1  P  4 (')ll:, L

(k+l)*-k* 
\* i ( * u w - )  -k_2‘u u (0 , 1 ) k=2m+l k (k+l)

+ 0(2' n) + 0(2~m) + 0(2' m) + 0{2~n) + 0(2_m) + 0(2_n) .

However, by (2 .9 ), p ^ ^  = ||(k+l)Fk+1 -  kFk ||1 = 0(log k ) . So the sum on 
the r ig h t side is  bounded by

2n-2
f l (  l  |(k+ l)*  -  k*| ^ k )  = 0 ( l  j 2 2 j ) = <?(m2 2 m) (m — «.),

k=2m+l j=m
the estim ate following s im ilarly  as in the proof of Lemma 4. This completes 
the case r  = 1 .

I f  r  -  2 , then = ||V| M *V *M  ^  < (||V*W  y 2 = tf(m42 2m) . The
proof fo r r  > 3 follows by induction.

I t  is  important to observe th a t in standard dyadic analysis, the
counterpart of Lemma 6 fo r the function , fo r which (k) = (k) for
k e IN, the order does not contain the fac to r m2 r , so th a t i t  reads 0(2 ).
This has fa r  reaching im plications, in p a rtic u la r  in regard to app lications, 
namely to  Valsh-Fourier se ries  and approximation theory in the Valsh-frame 
(see Sec. 8).



Now to the companion of Corollary 1, namely the other ha lf of the 
fundamental theorem.

Lemma 7. For f 6 X[0,1) with f '( 0 )  = 0 there holds

(5.11) £ W ( I {r}f) = f (r ef M)
Proof: F irs t  take r  = 1, and le t  us e s tab lish  the id en tity

(5.12) d f ( I {1 }f)(x ) -  f(x)

in v
= l  2- " - 1 l  (j) ( - l ) j 2J' _1{(V* * f)(x ) -  (V* * f) (x e  2 -J"1)} -  f(x) 

P=0 j =0

= s f(x ) - f ( x )  + (f * F*)(x),

where

m v
F*(x) := l  l  (V) ( - l ) j 2j _1{V |W (x) -  V |W (x®  2 " j-1 )}.

P=0 J “ O

For th is  purpose we take the Valsh-Fourier co e ffic ien ts  of both sides of
(5.12). For the le f t  side,

[dm(I{1 }f ] ‘ (k) -  f *00

m v
V „-J/-l

'v=o j=o
l ( j ) ( - l ) j 2j k.j [V*] * (k )f ' (k) -  f*(k)

i — r\ '

0, if  0 < k < 2ra
m v

f '(k ){ (k *)"1 l  2~1' - 1 l  (j) ( - 1 )J' 2  ̂ k. -  1 }, i f  k >
u=o J =o

noting (5.8) and f"(0) = 0.



Concerning the r ig h t side ,

[S f]* (k ) -  f ‘ (k) =
0 , 0 < k < 2

I - f ' ( k ) ,  2m < k

[f * Fj]*(k) = [¥ * W ]* (k )f‘ (k) l  2~v~1 l  ( j ( 4 ) j  2  ̂ k.
J  JJ=o

0 , 0 < k < 2m
m v

(k*)-1r ( k )  l  2 " 1 J  ( j ) ( - l ) j  2-j k j ,  2m < k.
1̂=0 j=o

Since both sides are equal, the proof of (5.12) is  complete.

To e s ta b lish  (5.11) i t  remains to show, an account of (2 .8 ), th a t

(5.13) lim ]|f * F*j|x = 0.n—hd

Indeed, by Lemma 6,
m v

Therefore (5.13) follow s, since f  £ X[0,1) and F* £ L^(0,1) y ields tha t 
f * F* e X [0 ,1).

The general case r > 2 now follows by induction. Since V*+1 = V* * V|, 
and the convolution operation is  associative ,



f {r+1 >(i {r+i} f)  = £ {r+1} (v*+1 * f) = *(y* * f )))
= £W (y*  * f) = f .  This completes the proof of Lemma 7.

Combining Corollary 1 and Lemma 7 we now have the fundamental theorem. 
Theorem 1. Let f G X[0,1) with f ‘ (0) = 0.
a) I f  there exis ts  f W f  G X[0,1) for some r £ U, then  ̂( £ ^ f ) = f .

b) There holds £"̂ r ^ ( I j r jf )  = f .

Now to the existence of £ « f  and the ch aracteriza tion  of the class of 
E D -differentiable functions.
Theorem 2. The following assertions are equivalent for  f G X[0,1) and r G IN:

(i) E ^ i  -  g exis ts with g G X[0,1);
( i i )  there exists  g G X[0,1) with (k*)r f~(k) = g '(k ) ,  k G WQ;

( i i i )  there exis ts  g G X[0,1) with f = I^ r jg + f*(0)-

Proof: The im plication (i)  => ( i i )  follows by Lemma 1, ( i i )  =» ( i i i )  by Lemma 
5, and ( i i i )  => (i)  by Lemma 7 with [£^r ^ f ] ‘ (0) = 0.

Now to the f in a l ,  basic property of the operator .

Theorem 3. The operator £ ^  : X̂ r ^ [0 ,l)  C X[0,1) —> X[0 ,1), r G IN, is closed.

Proof: The operator E ^  is  closed i f  and only if

(5.14; 15) lim ||fn -  f | |x = 0, lim ||£^r ^fn -  g||x = 0
n—fQD n—ke

imply f G X^1-̂ [0,1) and g = f ^ f .  In fa c t,  (5.15) implies by (2.5) and Lemma 
1 ,

lim [£ W fn]* (k) = lim (k*)r f n*(k) = g-(k) (k G WQ) .
n—kd n—he



By (5.14) and Lemma 1 again, th is  y ie lds g‘ (k) = (k*)r f~ (k ), k £ WQ. Thus 
g = 6 I [0,1) by Theorem 2.

Let us observe th a t Lemma 7 with i t s  proof, and the re su ltin g  Theorems 1 
to  3, are new. They complete the ED-analysis begun in [12].

6. ED -  D erivative of F ractional Orders

Let us now give a fu rth e r extension of the dyadic d eriv a tiv e , one in
which the order r  in is  extended to fra c tio n a l a 6 IR; the case for
negative a wpll cover a n ti-d if fe re n tia tio n .

In analogy with the c la ss ic a l deriva tive  (3.2) or the c la ss ic a l dyadic 
case ( i . e . ,  (3 . 5) and (3 . 3) ) ,  i t  is  advantageous to  define th is  frac tio n a l
ED-derivatiye in the transformed s ta te . In th is  frame D ^r ^ f  of (3 .8 ), (3.9)
could also be defined by

n
(6. 1 ) lim || l  (k*)r  F (k )  4 (-) -  D[ [ r ] ] f ( 0 llx = 0. 

n-HD k=o
But as th is  extension did not turn out to be a true  one, the Euler 

summability process w ill again be applied. This leads in case r  is  replaced by 
a £ K to
D efintion 3: Let f £ X[0 ,1). I f  there ex is ts  g 6 X such th a t

(6. 2) lim ||Ej“> f(.)  -  g(O llx = 0.
n—Kb

(6.3) E W f(s )  := l  -Lj( j l t n ' f - U )  K jM
v=0 Z j =0

E ^ f ( x )  := f(x) (* £ [ 0 ,0 ) ,

then g is  called  the strong ED-derivat ive  of  f in X of  ( fract ional)  order a in 
case a > 0, and the strong anti - Ed-derivative o) order a of f in X in case
a < 0. In both instances g w ill be denoted by Ê- ^f.



The p a r t ia l  sums (6.3) of the Euler process applied to  the Valsh-Fourier
series
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(6.4) l  (k*)°f‘ (k) *k (x)
k=o

may be rew ritten  as a convolution in te g ra l, namely

Lemma 8 . For f € I [0,1) there holds

(6.5)

( 6 . 6)

E ^ f ( x )  = ( e ja^ f ) ( x )  a . e . ,

n v
(x e [0 , 1 ) ) .

Indeed, noting (2 .6 ), (2 .1 ), and (2 .4 ),

n v 1
( e j° ^ f ) ( x )  = l  2_I'~1 l  ( j ) ( j +) a /  ^  (x©u) f(u) du

v=o j=o o

- I  2 - y- 1 \  #j(x) f ( 3 )

v=o j= o

which is  the rig h t side of (6 .3 ). Another proof of (6.5) can be obtained by 
Fourier-Valsh transform  techniques. In fa c t,

(6.7)

Thus

[e iQ}] '(k )
n V

y 2- ‘ IOII j= 0
(k*)°.

[EW f ] '( k ) (k e w0)

On the other hand, the co effic ien ts  of (6.3) are



(6 . 8 ) [ E W f ] - ( k ) = {  i  - P t l  ( j ) a * ) °
1 i/=k 2 j=o ’

The uniqueness theorem, i . e .  (2 .7 ), again y ields (6 .5).

The ED-derivative E ^ f  may also be defined in terms of the a lte rn a tiv e  
d e fin itio n  given by the le f t  side of (4 .1 ), thus as a convolution v ia

(6.9) l  (;:D i  H ) j ( r ) “ #,(■ )]■ «
j =0

1 Y fn+i]
2n+l Z V l 'v=o

1-.n+1 l  (” j) i = ^ n  ( ; :D  (-*)».
v-o j =0 v=\

This gives r is e ,  in view of (6 .7 ), to the binomial co effic ien t id en tity

v=\
0  - I (n+1)W '

case of a more

(0 < k < n £ IN)

H.V. Gould [21, p. 17].

Concerning f ra c tio n a l order derivatives in the dyadic s itu a tio n , i t  was 
Onneweer [29] who f i r s t  defined such derivatives in the dyadic frame. Closer 
to the present analysis is  the approach by He Zelin [23]. In fa c t ,  he defined
the d eriva tive  T ^ f  of f e X, which coincides with D ^ f  of (3 .3 ), (3.6) ir 
case a = r  6 W, in terms of

( 6 . 10) lim II \  kQf~(k) ?)k (-) -  T ^ f ( - ) | | x = 0n—hb k=o

The Valsh functions (x), x e [0 ,1), are also d iffe re n tiab le  in th< 
extended fra c tio n a l sense of (6 .3 ). Indeed,



Lemma 9, The ^ ( x )  have the proper ty

(6. 1 1 ) E ^  j*k (x) = ^ ( x) = (k*)a $>k (x) (x e [0, 1 ); k £ (N0 , a e R).

The counterpart of one half of (3.6) and of (4.6) reads

Lemma 10. I f  f 6 := {f € X[0,1); E ^ f  £ X[0,1}, a 6 IR, then

[eH t Ck- H  (k*)n r ( k )  ( k e w 0).

Lemma 11. Let f £ X Then

E ^ f  = 0 f = const. ,  in case a > 0 

f = 0 , in case a < 0 .
Lemma 12. I f  f o r  f £ X[0,1) there ex is ts  g £ X[0,1) such that  g '(k ) 
= (k*)af '( k ) ,  k £ Wo f o r  f i xed  a > 0 , then

where

or

f = g * e^ + f* (0 ) = Ê  a^g + f* ( 0 ),

[ e ^ Q}]-(k )
1 , k = 0

(k*)_Q , k > 1

str-lim { l n—hd

n-1
l  (k%) 0 ?*k (x )}

k=l

(q £ IR) ,

(a > 0).

Comparing e^ Q̂ (x) with V*(x) of (5 .2 ), e^ (x) is  actually  equal to

V*(x) ~ 1 + l  (k*)"Q fik (x), 
k=l

1

fJ  r ^f(x) = (e^ + f) (x) = J  f(xfflu) V*(u) du.

so that



Note th a t  in Def. 3 the Euler process is  ac tu a lly  superfluous fo r negative a, 
the  case of a n t i-d if fe re n tia tio n . So in th a t case,

CD

E ^ f ( x )  = F (o )  + l  (k*)"a f '( k )  ?)k (x) (a > 0 ).
k=l

The most important re s u lt  here, quite  sim ilar to  th a t given by Thm. 2,
reads

Theorem 4. Let  f 6 X[0,1) and a > 0. The f o l l ow ing  three asser t ions are 
equ iva len t :
( i)  E<°}f = g 6 X[0,1);
( i i )  there  e x is ts  g £ X[0 , 1 ) with g"(k) = (k*)Qf* (k ), k £
( i i i )  there  e x is ts  g £ X[0 , 1 ) with f = E ^ g  + F ( 0 ).

The fra c tio n a l counterpart of the "Fundamental Theorem" s ta te s  

Theorem 5. Let  f £ X, F (0 )  = 0, a £ K. Then

E{°}(E{_Q}f) = f .

I f ,  in addi t ion ,  E '^ f  £ X[0 ,1 ), then

E{Q}(E{~Q}f) = E ^ ^ E ^ f )  = f .

A fu rth e r re su lt  in th is  d irec tion  is  th a t the operator 
E \Q} . j { Q} c x [0 , 1 ) —» X[0 , 1 ) is  lin e a r  and, as well, closed fo r a > 0 .

For de ta iled  proofs of Lemma 9-12 and Theorems 4,5 see [4]. See also the 
remark preceding Lemma 14 below.

From Theorems 2 and 4 one concludes immediately th a t the fra c tio n a l order 
ED-derivative E ^ f  of Def. 3 coincides with the in teg ra l order ED-denvative
E ^ f  of Def. 2 provided a -  r ; the la t t e r  is  an extension of the former. 
Summing up our r e s u lts ,  we have



Corollary 2: Lei  f £ X[0 ,1), r  £ IN.
a) The fo l l ow ing  three assert ions are equivalent to another:

( i )  there ex is ts  g £ X[0,1) wi th

iim ||d^(£'fr ~1 }f) -  g||x = 0 ; n—kd

( i i )  there ex is ts  g £ X[0 , 1 ) wi th

lira -  g|L = 0 ;n—hn
( H i )  there ex is ts  g £ X[ 0 , 1 ) wi th

lim ||eW * f -  g | |  = 0 .
n—kd

b) The fo l l ow ing  two assert ions are equivalent to each o ther :

(a) there ex is ts  g £ X[ 0 , 1 ) such that

1

T{r}f M  = /  f (x®u) Vr ( u) du = s W ;
0

(P) there ex is ts  g 6 X[ 0 , 1 ) such that

iim ||e^_r^  f -  g||x = 0 n—hr
or y

E^_r^f = g.
Vhereas assertions (i)  and ( i i )  above are given in the o rig in a l function 

space, statement ( i i i )  is  in the transformed space. Thus one has a t le a s t 
three ways (actually  six i f  one uses the a lte rn a tiv e  forms of Def. 1) of 
defining the ED -derivative, a fac t which turns out to be a very powerful tool 
in calcu lating  various examples.

Note, however, th a t generally [d £^r ^ f ]~ (k )  f  [E^r ^f]"(k) for each
n £ IN, though the lim its  fo r n — 1 o of both are equal, namely to (k*)r f~(k)
for each k £ IN .



In view of the re g u la rity  of the Euler process, a possible existence of
p [[r ] ] f  pn -the form (6.1) would y ie ld  th a t of E ^ ^ f (or f) fo r a = r  £ IN, 
and the two (three) would be equal to another. More important is  the fac t th a t 
i t  w ill tu rn  out (see below) th a t every function which is  dyadically d if fe r ­
en tiab le  in the c la s s ic a l sense (of (3 .5)) is  also ED -differentiable in the 
sense of Def. 2 .

7. The ED-Derivative of P a rticu la r Functions

Let us now consider examples of functions th a t are E D -differentiable.

F i r s t l y ,  piecewise constant functions sa tisfy in g  most reasonable 
hypotheses ( re c a ll  Sec. 2) can be shown to  be pointwise ED -differentiable (of 
order 1 ) on [0,1) (see Thm. 3.1 in [5, I I ] ) .  Since such functions are 
dyadically  d if fe re n tia b le  in the standard sense (and characterize such 
d i f f e r e n t ia b i l i ty  com pletely), there  follows

Theorem 6 . Every func t i on  which is dyadica l ly  d i f f e r e n t i a b le  (according to 
( 3 .5 ) )  is also ED -d i f f e r e n t i a b l e . Thus, i f  D ^ f  ex is ts  so does £^r ^f.

However, the two d e riv a tiv es , D ^ f  and f ' ^ f ,  do not necessarily  agree
T rl r(since no re g u la rity  question is  involved here). Thus, since DL J ^ ( x )  -  k

^ ( x ) ,  one has D ^  ^ ( x )  = 3r  ^ ( x )  or D ^  ^4 7 (x) = but ^  ^
V>3 (x) = ( - l ) r ^3 (x) and E ^  ^47(x) = (-37)r ^4 7 (x), according to Lemma 9.

Secondly, the continuous monomials f (x) =: xR> n e are
E D -differen tiab le. In fa c t ,  ex is ts  as an element in L1 (0,1) (see Thm.
3.2 in [5, I I ] ) ,

d ' l f p x )  = l  2- " - 4 5 ( ^ ) ( - i )J41 «2j w
v - 0 j= l

where ip (x) = 1/1 (x) is  the Rademacher function of order k . Likewise f 2 isK v 2 ̂
E D -differentiable; th is  estab lishes the general case by reduction.



In p a r tic u la r , algebraic polynomials are ED -differentiable (of order 1 )
in L*(0,1). Thus the ED-derivative already has a wider range of a p p lic a b ility  
than the standard dyadic d eriva tive . See Figure 1 in th is  respect.
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Fig. 1 . Approximation of graph of f W f ^ x )  fo r n = 256.

Th i rd ly ,  "piecewise polynomials" such as gR k (x) := xn ^ ( x ) ,  n,k 6 [Jk, 
namely "polynomials" of order n having a f in i te  number of jump
d isc o n tin u itie s , are ED -differentiable (see Thm. 3 . 3  [5, I I ] ) .  Thus, for
g i , i ( x) = x ^i M ’

E{ iL M x)
S l,l (

.  [10E2"3_11 * I ^
U=1 j= l 2^+ 1 l ) J 2J + lJ (- l )  J +1 2~j

Further, E ^  g ^ M  ex is ts  in L1 (0 ,1 ) for a l l  0 < a < 1 .



I t  can be shown th a t whereas (even) the deriva tive   ̂ of (6.10) 
does e x is t fo r  0 < a < 1, i t  does not do so fo r a = 1 (see Lemma 6.3 in [4, 
I ] ) .  See Figure 2 fo r the ED-derivative of ^(x).

Fig. 2 . Approximation of graph of ED-derivative ^ x )  fo r n = 512.

Fou r th l y ,  even the D irich le t function d(x), given by d(x) := 1 i f
x 6 [0,1)\<J, and = 0, elsewhere, Q being the ra tio n a ls , is  E ^ - d i f f e re n t ia b ly  
in the norm and pointwise sense fo r a l l  a > 0 with value zero (see Lemma 3.1 
in [5, I I ] ) .  Note th a t since d(x) has in f in i te ly  many d isco n tin u itie s  which 
l i e  dense in [0 , 1 ) (and do not have a f in i te  number of c lu s te r points in 
[0 , 1 ) ) ,  the re s u lt  of our f i r s t  example above is  not applicable here.

F i f t h l y ,  the exo tic , modified D irich le t function x11 d(x), which is  a 
"polynomial" of order n possessing in f in ite ly  many d isco n tin u itie s  which l ie
dense in [0 ,1 ), is  E D -differentiable with £ ^ ( x n d(x)) = £ ^ f n (x) (Lemma 3.6 
in [5, I I ] ) .



S i x th l y ,  to  ED-derivative of the Walsh series 
V*(x) : = 1 + ^ ( x ) ,  r  > 2. Here one can show (Lemma 3.2 [5, I I ] )
th a t (x) = V*_Q(x )- l ,  x £ [0 , 1 ) whenever 0 < a < r .

Seventhly,  whether c la ss ic a l functions such as ex , sin  x, log(l+x) or
even ^ ( x ) e x , ^ ( x )  sin x, ^ ( x )  log(l+x) are E D -differentiable is  not yet 
ce rta in . Even the famous van der Waerden function,
wae(x) 4_^{4^x}, x £ 1R, where {x} denotes the d istance from x to the
nearest in teg er, seems to be ED -differentiable (though i t  is  d iffe re n tiab le  
nowhere in the c la ss ic a l sense).

E ig th l y ,  consider the in te re s tin g  function s(x ), defined by
m k

s (x )  := l  Pk (x) (x £ [0 ,1 ) )

k=o 4

which is  piecewise constant with in f in ite ly  many jump d isco n tin u ties  in [0 , 1 ) , 
so th a t i t  is  ED -differentiable (according to  the f i r s t  example). In fa c t,

f W  s(x) = l  = 1 -  4x (x £ [0 ,1 )).
k=l 2

Whereas th is  derivative  has a closed represen ta tion , s(x) does not seem 
to . [Note th a t s(x) is  continuous except a t the dyadic ra tio n a ls  as well as 
d iffe re n tiab le  a .e . in [0 ,1 ), both taken in the c la ss ic a l sense]. Further,
£{2 }s(x) ex is ts  in view of the second example, and turns out to be

£W  s (x) = -  4 f 1 (x ) .

Conversely, s(x) can be regarded as the ( f i r s t  order) dyadic 
an ti-d e riv a tiv e  of l-4x . In fa c t,

1{ l } ( 1_4x) = s(x) (x £ [0 , 1)) .
C lassical d if fe re n tia tio n  of x-2x2 decreases i t s  order from 2 to 1 to 

zero; E D -differentiation  f i r s t  increases the order of s(x ), a piecewise
constant, to the lin ea r function l-4x , and then passes on to -4£^4 ^f^ (re c a ll
Fig. 1).



Let us try  to  compare the Newtonian-Leibnizian calculus with the 
ED-calculus on the basis of th is  example:

Newtonian Calculus ED-Calculus
O 2x -  2x s(x)

D ifferen­ In tegra tion D ifferen­ A nti-D iffer­t ia t io n 1 -  4x t ia t io n 1 -  4x en tia tio n

-4

For an approximation to  the graph of s(x) see Figure 3.
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Fig. 3. The graph of the 40th p a r t ia l  sum of s(x ). This is  a very good 
approximation to s, d iffe rin g  from s by a t most 4 ^



A possible in te rp re ta tio n  of the a n ti-d if fe re n tia tio n  operator
fo r r  £ I ,  in p a rtic u la r  of I ^ f  = (f*V *)(x), is  also s t i l l  

lacking. I t  does not seem to be associated with the area under a curve, as is 
the c la ss ic a l in te g ra l. Further, V*(x) is  probably not positive  on [0 ,1). In 
any case, V*(x) > - 1  on [0 ,1). See also [5, p. 935 f] in th is  respect.

8 . Applications to  Valsh-Fourier Analysis and the Theory of Best Approximation

The dyadic modulus of continuity  of f 6 X[0,1) is  defined by
w(i5;f;X) := sup | |f (-) -  f(-®h)|L 

0 <h<6  A
and the dyadic Lipschitz class of order /? > 0 by

Lip(/J;X) := H '  -  ;X) = 0^ ) ,  S 0}.

Denoting by ?  the polynomials of degree < n, i . e . ,  of
a l l  pn (x) = £^_o ĉ  ^ ( x, then the best approximation of
f 6 X[0 , 1 ) by pn £ ?n is  ( ...a oy

En (f;X) := inf | |f ( .)  -  pn( . ) | | rP e? n Ar n n
There ex is ts  a p* e ?n such th a t En(f;X) = ||f -  p*||^. Basic is  the 

following id en tity  which easily  follows by applying the Valsh-Fourier 
transform to both sides together with the uniqueness theorem.

lemma 13. For  f e X ^ ,  h e[0 ,2‘ n), ne IN, r  e W, one has

f(x) -  f(xffih) = V*(n) * ( £ t o f ( . )  -  £W f(-® h))(x ) a .e .

Theorem 7. Let f e X r̂ ^, r e W.

a) «(5;f;X) = <7([log2 f L] 2x 6r  w (5 ;^ r >f;X)) (5 —* 0 +

b) «(*;f;x ) = <?([iog2 r 1] 2 1  <5r l|£{r}f ||x ( <5 —i 0 +
UATCffl/g luiii i j Lml̂ .s 1

c) f " (k) = 0 ([log 2 k ]2r k~r w(k_1 ; ^ r }f:X)) "eTT

x e z



d) I f ,  in add ition , £ ^ f  6 Lip(/?;X), P > 0, then

f '( k )  = (7([log2 k ]2r ( k - . * ) .

To prove a ), one has by Lemmas 6 and 13,

P(-) - f('®h)||x < HV̂11)]̂  ||^r>f(.) _ ^ r}f(.fflh)||x
= 0 (n2r 2- nr W( 5; f W f;X ))

which leads to  the desired estim ate fo r 2 -n < S < 2 _n+1. Part b) is  immediat 
by a ) , and c) follows by the well-known inequality  |f~ (k ) | < (1 / 2 ) n;(k—1 ;f ;X)
k 6 Wo­

l f  one compares the above estim ates with the corresponding ones of [10 
fo r the standard dyadic d eriv a tiv e , one sees th a t in th a t case the orders ar

l r )b e tte r .  In p a r tic u la r , i f  the standard dyadic d eriva tive  D1- Jf  belongs t
- t-6Lip(/?;X), then the counterpart of part d) reads f A(k) = 0(k  i t  does no

2rcontain the m u ltip lica tiv e  fac to r (logg k) , which corresponds to  the facto
2 r —r —Qm in the basic Lemma 6 . N evertheless, the main order, namely k H

2 rdominates the fa c to r (log j k) for large k.
Theorem 7 in case r is  replaced by a £ 1+ is  to be found in [4, 5] 

There, however, in the power 2r of the log2 ~function the r ,  thus the 
th e re ,is  missing. This remark applies in [5] to Theorems 4 .1 , 4.3, and 4.4 
Lemmas 4 .1 , 4.3 and Corollary 4 .1 . This is  due to the fac t th a t the proof o 
Lemma 5.5 [4], used in these re s u l ts ,  is  not complete. In fa c t ,  the estimat 
(5.11) [4] should read

llvi ^  " Vl ° ^ l  = tf(mQ(log2 m) 2Q) (“ —*»)■

(Observe the add itional a in the power of logj m). In the terminology of th 
present paper i t  is  the estim ate

= tf(m°2”ma)

estab lished  fo r a = r in Lemma 6 .



In the present frame the Bernstein and Jackson-type in eq u a litie s  read 

Lemma 14. a) For  p& £ ?n , r  e IN one has

(8 . 1 ) P {r}Pnllx < C nr ||pn||x ( n e W) ,

C being a constant independent of n ,r ,p n and f .

b) I f  f 6 X ^ ,  then

(8.2) En(f;X) = <?((log2 n)2r i_  | | ^ r >f||x) (n -  ») •

Observe th a t the order in (8 . 1 ) does not match (8.2) in the standard
2 rsense in view of the additional fac to r (log2 n) in (8 . 2 ) , which does not 

occur in standard dyadic analysis ([see e .g . 10, 41]). But inequality  (8.1) 
has i t s  normal form.

Now to the counterparts of the theorems of Jackson, Steckin and Lebesgue 
in approximation theory and the theory of Fourier se rie s , respective ly .

Theorem 8 . a) I f  f e X ^ ,  r  f », then

En(f;X) = <?((log2 n )2r ^ n " 1 ; ^ r >f ;X) ] (n -  »).v n '
In p a r t i c u l a r ,  i f  f u r t h e r  e Lip(/?;X), f  > 0, then

(8-3) En(f;X) = <7((log2 n)2r n ^ )  (n -  * ).

b) In the converse d i r ec t ion ,  i f  (S.3) holds, then £ ^ ) f  ex i s t s ,  belongs to 
X[0 , 1 ) f o r  0 < j < r ,  and

||£{j}f _ £{j}p* ||x = tf((log2 n)2r (« -  ®).

c) I f  f 6 x W , r e W, then



In  p a r t i c u l a r ,  i f  f u r t h e r  h  6 Lip(/5;X), f) > 0, then

Ilsnf -  f|lx = tf((7 * * l0§2 n) 2r n_r^ ) '

Lemma 14 and Theorem 8 follows by the standard techniques and re su lts  in 
Valsh analysis when observing Theorem 7.

Again note the add itional fa c to r (log2 n )2r in the estim ates of parts a), 
b) and c) above.

Concerning part b ) , a fu rth e r  open question is  whether condition (8.3) 
im plies th a t s a t is f ie s  some type of L ipschitz condition.
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Abstract. The problem of term by term pointwise (Gibbs) differentiation of a Walsh series 
was introduced by Butzer and Wagner in 1975. They asked under what conditions on the 
coefficients a^ is a Walsh series term by term differentiable. This problem has proved to be 
an interesting one and we shall survey efforts made to resolve it. We shall also include many 
concrete examples.

The techniques developed in response to this problem can be divided into two broad classes: 
remainder techniques and interchange arguments. We begin by illustrating these techniques 
for the lacunary case where the whole thing is quite simple. We then look at solutions 
to the problem for general Walsh series, dividing the results according to whether global 
or local differentiability is obtained. We then look at the problem of term by term strong 
differentiability and report results in this direction for the first time. We close with several 
open questions concerning term by term differentiability and discuss their relationship to 
growth conditions for Walsh-Fourier coefficients and the Walsh-Fourier transform.
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§1. Introduction
We assume the reader is familiar with the Walsh-Paley system wq,Wi , . . .  (a complete 

orthonormal system defined on the unit interval [0, 1 ) which contains the Rademacher 
functions), and with dyadic addition +  (a commutative, associative, binary operation 
defined on [0, 1 )) which enjoys the relation
(1 ) wk(x + y) = wk(x)wk(y)
for k = 0 ,1 , . . . ,  x ,y  6 [0,1), and x +  y not a dyadic rational. We also assume that the 
reader knows elementary facts about Walsh-Fourier series, Walsh-Fourier coefficients, and 
the dyadic group. Sufficient information on these subjects can be found in Fine [12].

Each Walsh function takes on only the values +1 and —1 and has finitely many dis­
continuities. Consequently, classical differentiation cannot distinguish one Walsh function 
from another. Gibbs (see [13], for example) introduced a derivative which overcame this 
difficulty. Butzer and Wagner [8], [9] modified the Gibbs derivative and introduced this 
concept to the mathematical world as the dyadic derivative. The strong (dyadic) deriva­
tive was discussed in [8] and the pointwise dyadic derivative was discussed in [9]. Their 
definitions were essentially the following ones. Given a function /  defined at points in [0,1) 
set

dnf(x) = J 2  2 '" 1 (/(* ) -  /(*  +  2- ' - 1)) 
r=o

for x 6 [0,1) and n = 1 ,2 ,. . . .  Let X be a metrizable topological vector space of functions 
which are defined a.e. on [0,1) such that the distance between two functions in X which 
equal each other a.e. ' is zero. The function /  is said to be strongly differentiable in X if 
/ ,  dnf  G X for all n > 1 and

d^ \ f  := lim dnf
n —t-oo

exists in X. The function /  is said to be dyadically differentiable at a point x 6 [0,1) if f 
is defined at x and x + 2~3 for j  = 1 , 2 , . . .  and

:= lim dn( f , x )
n —*■ oo

exists and is finite. The function d ^ f  is called the strong derivative of f  in X and /W(.r) 
is called the dyadic derivative of /  at x. Butzer and Wagner showed that each Walsh 
function is always strongly differentiable and everywhere dyadically differentiable with
(2) d̂ 1 lu>jt = =  kwk
for k — 1 ,2 ,. . . .  They also showed that the Walsh functions are the non-trivial solutions 
of a first-order linear differential equation with respect to the strong derivative.

We shall say that a Walsh series

/OO :=(3)



is term by term strongly differentiable in the space X if (3) converges in some sense to a 
function /  which is strongly differentiable in X and satisfies

OO

d ^ f  = Y 2  kakwk, 
k=o

in the topology of X. Similarly, we say that /  is term by term (dyadically) differentiable at 
a point x £ [0, 1 ) if /  converges at x, and x + 2~J for j  = 1 , 2 , . . . ,  is d3̂ adically differentiable 
at x and

OO
/W(a;) =  ^ 2  kakWk(x). 

k=o
We shall refer to the series kakwk as the derived series.

The problem of term by term dyadic differentiation was introduced by Butzer and Wag­
ner in [9]. They asked under what conditions on the coefficients ak is the series /  given 
by (3) term by term differentiable. This problem has proved to be an interesting one and 
we shall discuss efforts made to resolve it. Our discussion will be organized as follows. 
In §2 we examine the lacunary case. The next two sections contain a survey of known 
results concerning term by term pointwise differentiability: §3 deals with global differen­
tiability and §4 deals with local differentiability. In §5 we discuss term by term strong 
differentiation and in §6 we raise some open problems and unanswered questions.

§2. T he lacunary case
There are two basic techniques which have been used on the problem of term by term 

dyadic differentiation: the remainder term and the interchange argument. In this section 
we shall illustrate these two techniques in the simple case of lacunary Walsh series.

The first technique centers on a calculation which estimates the remainder term
OO

7ln(x) := dnf(x )  -  ^  kakwk(x).
k=0

It then remains to find hypotheses which imply that 7Zn (x )  tends to zero as n  —>■ oo.
The second technique rests on finding hypotheses which allow an interchange of limit 

and summation. For example, the following result appeared in [23].
LEMMA 2.1. L e t  \  bk , a n d  x k be  rea l n u m b e r s  fo r  n , k  =  0 ,1 ,. .  ., a n d  s u p p o s e

OO

J 2 x k

co n verg es  to  a f in i te  rea l n u m b e r . I f b (kn> —> bk as n  —> oo a n d  th e re  is  an a b so lu te  c o n s ta n t  
M  > 0 su ch  th a t

OO

k=0
< M  < oo



fo r  n =  0 ,1 , . . .  th e n

e x is t  a n d  are f in ite .

OO CO

i™ , 2  hin)xk = E  ^k= 0 Jc=0

Such results are used to verify
CO CO

lim 7 a.kdnWk(x) = )  a.k lim dnWk(x). 
k= 0 jfc=0

If /  is defined at x and x +  2__f for £ = 1 ,2 , . . . ,  then dnf (x )  — J2 akdnWk{x). Thus we see 
by (2) that such an interchange implies term by term dyadic differentiation of the Walsh 
series (3).

The Walsh series /  is called lacunary if there exist integers k i , k 2, . . .  and a number 
q > 1 such that
(4) kj+1/kj  > q
for j  = 1 , 2 , . . .  and

CO

f  = J 2 aki Wkr
i = i

Since the Rademacher functions r*o, r*j_, . . .  satisfy
r j =  w2i

for y = 0 ,1 ,. ..  it is clear that every Rademacher series is a lacunary Walsh series. It is 
also clear that a Rademacher series

OO

(5) 9 ( t ) - = ^ 2 c:rj
t=o

has 23cj r j ( x )  as its derived series.
The remainder term of (5) is easy to analyze. Suppose that g converges at x and x-j-2_t_1 

for l  =  0 ,1 , . . . .  Fix l  > 0. By (1) we have
y(x +  2 f ] ) = V ^ c j rj (x + 

1=0
= Y , cjw O V j C2 1 1).

1=0
But

= — I for j  =  £
1 otherwise.

Hence g(x) — g(x + 2 c J) =  2cere(x) for t  =  0 ,1 ,__ It follows that
n — 1

dntfO) =  ^ 2*c*r*.
£=0

In particular, lZn(x) = Y^tLn '2tccrc and we have proved the following result.



THEOREM 2.1. If the Rademacher series g given (5) converges at x and x + 2 e 1 for 
- = 0 ,1 ... . then g is term by term dyadically differentiable at x i f  and only if  the derived 
series cjrj converges at x.

This theorem is due to Onneweer [16]. In fact, Onneweer investigated term by term 
dj'adic differentiation of Rademacher series on any compact group G which is the direct 
product of cyclic groups of order pn for any sequence of primes {pn}. He showed that a 
given Rademacher series which converges absolutely on G is term by term differentiable 
at a point x £ G if and only if the derived series converges at x. This reduces to Theorem 
2.1 in the case when pn = 2 for n =  1 ,2 ,__

To illustrate the interchange argument we pass to the full lacunary case. For each pair 
of non-negative integers n ,k  > 0 let {k)n represent the integer congruent to k modulo 2", 
i.e., let p (k)n be determined by 0 < p < 2n and k — £2n + p for some integer £ > 0.
Recall from Butzer and Wagner [9] that
(6) dnwk = {k)n wk
for n, k = 0 ,1 ,. . . .

Let J^j=0 akj wkj be a lacunary Walsh series which converges at x and x +  for
£ = 0 ,1 ,.. ., whose derived series converges at x. Use (6) to write

dn | ] = l L ^ k Jlki aki Wki-\ j=o 3=0
Since {kj} satisfies (4), an easy calculation verifies

Ei=i
for n =  1 ,2 ,. . . .  Thus by Lemma 2.1 we have proved the following.
THEOREM 2.2. Suppose the Walsh series f  given by (3) is lacunar}'. Let x £ [0,1) and 
suppose f  converges at t = x and t = x -j- 2~’~1 for £ = 0 ,1 ,. . . .  If the derived series 
converges at x then f  is term by term dyadically differentiable at x.

A generalization of this result will appear in [24], Thus the problem of term by term 
dyadic differentiation of lacunary Walsh series is closed.

§3 Global d iffe re n t ia bil ity
The first results on term by term dyadic differentiation were obtained by Butzer and 

Wagner [9]. By an interchange argument they proved
THEOREM 3.1. IfY^kLi k\ak\ < oo then the Walsh series f  given by (3) is term by term 
differentiable everywhere on [0,1).

If the coefficients are monotone the growth condition in Theorem 3.1 can be relaxed. In 
[23] we find an estimate of the remainder term which verifies the following.

\ki)n (ki+1 < 1  + 2U+1 g - 1



THEOREM 3.2. I f  ak ! 0 as k —* oo and Y!k=i la l̂ < oo fhen (3) is term by term differen­
tiable everywhere on (0,1).

Thus
OO

/(*) =  X I k~°‘wk(i;)k=l
is term by term differentiable everywhere on [0,1) when a > 2 and on (0,1) when a  > 1. 
(This series is nowhere term by term differentiable when a = 1 because the derived series 
fails to converge in this case).

Recall that a sequence {6*} is quasi-convex if

y  ]{k +  l)\bk+2 ~~ ~bk+i +  bk\ < oo.
ic=l

Concerning a.e. term by term differentiability, Butzer and Wagner [9] proved
THEOREM 3.3. I f  {at} and {kak} are quasi- convex and kak —» 0 and l - > o o  then (3) is 
term by term differentiable a.e. on [0,1).

In connection with Theorem 3.3 Butzer and Wagner conjectured that term by term 
differentiability would still be possible if quasi- convexity were replaced by kak l  0 as 
k —> oo. This conjecture was verified by Schipp [27] who estimated the remainder term 
with dn ak'Wk). He proved:
THEOREM 3.4. If kak. i  o as k —> oo then (3) is term by term differentiable at any point 
x ^  2~l for i = 1 ,2 ,. . . .

It follows that 00 I

is term by term differentiable for every a > 0 at every point t ^  2~‘ for i — 1 ,2 ,. . . .
A different form of the remainder term was used in [29] which resulted in the following. 

(Here and elsewhere the empty sum is defined to be zero).
T heorem  3.5. If

/  2n+'-2 \
(7) 2n Ma2n| +  |a2n+i_1| +  X  |â - — | J -+ 0 as n -> oo

and the derived series converges at some point x ^  2 *, * =  1, 2 ,.. .  then (3) is term by- 
term dyadically differentiable at x.

Notice that the hypotheses of Theorem 3.5 are met by coefficients which satisfy k a k  J. 0 
as k —y oo. Thus Theorem 3.5 contains Theorem 3.4 Notice also that the hypotheses 
are met by coefficients which satisfy a*, > ajt+i for 2" < k < 2n+1 — 1 and n large, and



2kak —► 0 as k —> 00. Thus Theorem 3.5 applies in situations where kak J. 0 fails and where 
E l a*| =  00. For example the series

00 2n+1-l
= E  *(*)n = l “ k =2"

is term by term differentiable at all points x yf 2~‘ for i = 1,2,. . . .
A quasi-convex sequence which converges to zero is necessarily of bounded variation. 

Thus the conditions of Theorem 3.3 imply that {kak} is of bounded variation. If we 
assume a little bit more we can once again obtain everywhere differentiability (see [23]):
THEOREM 3.6. I f  {kaak} is of bounded variation for some a > 1 then (3) is term by term 
differentiable everywhere on (0,1).

Thus
/ w  = y . Wk(t)

k = 2
is everywhere term by term differentiable on (0,1) when a > 1 and /? > 0.

§4. Local d iffe re n t ia bil ity
The object is to identify conditions sufficient to conclude that /  is term by term differ­

entiable at a particular point. We have mentioned two results of this type above: Theorem
2.2 and Theorem 3.5.

In [23] an effort was made to get away from conditions which imply that {kak} is of 
bounded variation. Using Lemma 2.1 and the interchange argument, it was shown that
THEOREM 4.1. Let X £ [0,1). Suppose for some a =  a (x ) >  1 that

CC
)  kaakwk(x)
k = l

converges to a finite real number. Then the Walsh series f  given by (3) is term by term 
differentiable at x.

Thus
OO

k = 1
is term by term differentiable for a  > 1 at any point where /  converges. In particular, if 
{a*} are the Fourier coefficients of some /  £ IF[0,1) for p > 1 then (8) is a.e. term by 
term differentiable on [0,1).

Since a Walsh series with coefficients of bounded variation necessarily converges on (0,1) 
(a simple argument using Abel’s transformation), it is clear that Theorem 4.1 contains 
Theorem 3.6. It is also clear for the case a > 2 that Theorem 4.1 is a corollary of Theorem 3.1.

It turns out that the crucial properties for Theorem 4.1 are that {k° } is monotone 
non-decreasing and its reciprocal is summable. Indeed, the following will appear in [25].



T heorem 4.2. Let 0 <  /?o <  /?i <  . . .  be real numbers with Y^kLo 1 / Wfc < oo. if
oo

y :  ak/3kwk(x)
k= o

converges at some point x 6 [0,1) then (3) is term by term differentiable at x.
Thus if

(9)
CO

k(l°g k)aakwk(x)
k=2

converges to a finite real number for some a > 1, then (3) is term by term differentiable at x.
One way to interpret Theorem 4.2 is that if the derived series converges fast enough at 

x then (3) is term by term differentiable at x. The following result, which will appear in 
[25], follows up this line of investigation.
THEOREM 4.3. Let 7o > 7 i >■ ■ ■ > -yk > ■ ■ ■ >  0 be real numbers. Let x 6 [0.1) and 
suppose that the function f  given by (3) exists and is finite at t = x + 2~j for j  = 1 ,2 ,. . . .

a) If
CO

y > - < o o
k=0

and
CO

£  akw t(x) = o(7m) as m  —*• co
k=m

then f  is term by term differentiable at xb) If

IM
« A 8

and 00
T .  kakwk(x) =  o(7m) as m  —> 00
k=m

then f  is term by term differentiable at x 
In particular, if

(10) y ;  ak^k(x) = O (  ] as m —> 00 , \m (lo g m )a J
for some x £ [0,1) and a > 1 then (3) is term by term differentiable at x.

It is interesting to note that Theorem 4.3 is a generalization of Theorem 4.2 (see [25]).



§5 Stro ng  d ifferentia tio n
The problem of term by term strong differentiation seemed closed by the initial work of 

Butzer and Wagner [8]. They showed that if X is a Banach space of integrable functions 
whose norm satisfies three conditions for all / ,  g £ X:

(11) \\Tjf\\ = ll/ll.
where Tj f ( x)  ,:= f ( x  -f 2_ J) for j  — 1 ,2 ,. . . ,

I l / l l i  <  l l / l l
and

(13) 11/*<?ll< ll/ll IMIi,
where f  * g(x) := f Q f( x  + dt, then the Walsh-Fourier series of an integrable /  is
term by term strongly differentiable in X if both S[f] and the derived series J2kLo 
converge in the norm of X. Their proof rested on characterizing the strong derivative in 
the following way. A function /  is strongly differentiable in a Banach space X whose 
norm satisfies (11), (12), and (13) if and only if there exists a function g 6 X whose 
Walsh-Fourier coefficients satisfy g(k) = k f(k )  for k = 1 ,2 ,...  .

Notice when (12) holds, that any Walsh series which converges in X is necessarily a 
Walsh-Fourier series. Thus Butzer and Wagner showed
THEOREM 5.1. Let X be a Banach space which satisfies (11), (12), and (13). I f the Walsh 
series f  given by (3) and its derived series converge in X then f  is term by term strongly 
differentiable in X.

If X is a Banach space which does not satisfy (11), (12), and (13) then this characteri­
zation no longer holds and the problem of term by term strong differentiation comes alive 
again.

A quasi-normed linear space is a vector space X together with a positive definite function 
|.|| : X —» [0,oo) such that

l l *  +  y | |  <  1 1 * 1 1  +  I M I >  I I  - * l l  =  1 1 * 1 1 .
lim ||a ns|| =  0, and lim ||aa:n || =  0 ||z„||—o

for x ,x n,y  6 X and scalars a n. A quasi-normed linear space is called complete if its 
Cauchy sequences converge. (See Yosida [33), for example).

We shall call a quasi-normed linear space X monotone (by means of T ) if there is a 
finite-valued non-decreasing subadditive function T on [0, oo) such that 'F(a) —> 0 as a J. 0,

T (M |)< T (M )T ( |/? |)



and
||ax|| < * (\a \)\\x\\

for i  £ X and scalars a  and /?. We shall call X appropriate (for dyadic differentiation) 
if X contains the Walsh functions, every element of X is a function defined a.e. on [0.1), 
Tj f  £ X for /  £ X and j  — 1 ,2 , . . . ,  and ||/ || =  0 if and only if /  =  0 a.e. on [0,1). Thus 
if the Walsh series /  given by (3) converges in X and X is appropriate then dnf  £ X and 
by (6) we have that

OO

d n f =
fc=l

converges in X. This allows one to use the interchange argument on any appropriate 
quasi-normed linear space where results such as Lemma 2.1 have been established. Such 
results were obtained in [25] for all monotone, appropriate complete quasi- normed linear 
spaces. This eventuated in the following analogues of Theorems 4.2 and 4.3.
THEOREM 5.2. Let X be an appropriate complete quasi-normed linear space which is 
monotone by means of T . Let 0 < /?o f; Pi L- • • • be real numbers with y~];._n 41(1/0k ) < 00 ■ 
If the Walsh series f  given by (3) and the series

OO
y ^ q kPkWk
k=o

converge in X then f  is term by term strongly differentiable in X.
THEOREM 5.3. Let X  be an appropriate complete quasi-normed linear space which is 
monotone by means of 'L. Let jo -L 7i > • • • > qq- > • • - > 0 be real numbers, and suppose 
that the Walsh series f  given by (3) converges in X.

a) If
OO

^ ( t k) < co
k= 0

and OO

II Y ;  afcU’J  =  o($ (7m)) as m -> co
k=m

then f  is term by term strongly differentiable in X.
b) If

OO

k=0
and OO

II kakwk\\ = o(T(7m)) as 777 -+ 00 
k= m

then f  is term by term strongly differentiable in X.



It should be pointed out that in this setting Theorem 5.2 is not a corollary of Theorem 
5.3.

What kind of spaces satisfy the hypotheses of Theorems 5.2 and 5.3? Clearly every 
Banach space is monotone by means of T (a) := a- and every Banach space which satisfies 
(11), (12), and (13) is appropriate. Thus Theorems 5.2 and 5.3 apply to the classical 
Banach spaces TP[0,1), BM O \0,1) and H p[0,1) for 1 < p < 00. Theorems 5.2 and 5.3 
also apply (see [25]) to the quasi-normed linear spaces Lp[0,1) for 0 < p < 1 and to the 
block spaces Bq, q > 1, which were introduced by Taibleson and Weiss [30], In particular, 
(3) is term by term strongly differentiable in L p[0,1), 0 < p < 1, when

m a /1
k = m

as m  —► 00 and is term by term strongly differentiable in a block space Bq for some q > 1 
when

m Q 
log m

CO

II Y  a*w* lk
k =  m

0

as m  —► 00 for some a  > 1.
§6 U n a n sw e r e d  q u e st io n s

Can the condition ^  1/  f3k < 00 in Theorem 4.2 be relaxed? An affirmative answer 
would be provided if one could show that (3) is term by term differentiable at x when

OO
(14) | k log ka kWk(x)\ < OO

fc=l
Similarly concerning Theorem 4.3 the question arises, is (3) term by term differentiable at 
x when

CO

Y  akWk{x) =  o(m log m) as m  —> 00?
k =  m

By Theorem 3.1, (3) is term by term differentiable on [0,1) when the derived series 
converges absolutely on [0,1) . It is natural to ask the following question. If the derived 
series converges everywhere on [0,1) is (3) term by term differentiable at some point in 
[0,1)? Perhaps (3) is term by term differentiable a.e. on [0,1) or at least on a dense 
set. An easier question along these lines is the following one of a probabilistic nature. If 
the derived series converges at x, is Y^kL0 ± akWk(x) term by term differentiable for almost 
all choices of the signs ±?

One of the curiosities of Walsh-Fourier analysis is that unlike the trigonometric case, the 
Walsh-Fburier coefficients of a smooth function cannot converge too rapidly to zero. Fine 
[12] was first to notice this phenomenon by showing that if /  is absolutely continuous and 
its Walsh-Fourier coefficients satisfy f(k )  =  o (l/k)  as k -> 00 then /  is constant on the 
interval [0,1). Several authors have identified conditions on the Walsh-Fourier coefficients



of a continuous function /  which are sufficient to conclude /  is constant. These conditions 
regularly show up as hypotheses of theorems about pointwise dyadic differentiability. For 
example, the conditions of Theorems 3.1 and 3.5 were first considered by Coury [10] in 
this context.

This connection between pointwise dyadic differentiability and constant continuous func­
tions is no accident. In the first place, no non-constant continuous function can be dyad- 
ically differentiable at all but countably many points on [0,1) (see [29]). Thus when 
Bockarev [2] gives an example of a continuous non-constant function whose Walsh-Fourier 
coefficients satisfy

/(* ) = o ‘ 1v k log k y
he provides an example of a Walsh series /  whose coefficients satisfy ak =  0( l/(fc log k)) 
as k —> oo which is not term by term differentiable at all but countably many points on 
[0,!).

In the second place, Engels [11] has shown that if /  is a bounded function which has 
at most countably many discontinuities on the interval [0,1) (all exclusively of the first 
kind), and these discontinuity points have at most a finite number of cluster points, then 
/  is dyadically differentiable at all but countably many points in [0,1) if and only if f  is 
piecewise constant on [0,1). Thus it does not seem unreasonable to conjecture that an}1- 
condition on the coefficients of /  sufficient to conclude that /  is constant when continuous 
is also sufficient to conclude that /  is term by term differentiable, whether /  is continuous 
or not.Here are some special cases worth considering. Bockarev ([1] and [2]) proved that if g is 
continuous and its Walsh-Fourier coefficients satisfy \g(k)\ < 8k for some sequence 6k j  0 
with 5k < oo then g is constant. Is (3) term by term dyadically differentiable at all
but countably many points in [0,1) when

| a* | < 8k |  0 as k —> oo and ^ 6 *
k= 1

< cor

A less ambitious project is suggested by a corollary of Bockarev s result. Is (3) term b} 
term dyadically differentiable at all but countably many points in [0,1) when

(15) o-k — 0 (  1
Vfclogfc0 k

for some a > 1? Notice that condition (14) is stronger than (15) for a  =  1 but weaker than 
(15) for any a > 1. Thus an affirmative answer to the first question in this section would 
be an improvement of Bockarev’s result. Other growth conditions to check are provided 
by [31] and [32], Specifically, is (3) term by term differentiable at all but countably many 
points in some interval [a, b) when any one of the following conditions is satisfied?

(16) lim 2
N—‘ OO

N
CO 2 n - w ~ 1 2 r‘ + 2 f 2 jV

E  E  E
n =  N + l  f = l  l - = 2 " + ( 2 * - l ) 2 w

akwk converges everywhere on [a, b),



or
N 2"+1- l

sup ] y '  W  2na,kWk\ is finite valued on [a, b).
N>° t 'o  k=2~

Notice that condition (16) is stronger than condition (7) when a=0 and b = l. Thus an 
affirmative answer to this last question would extend Theorem 3.0 and would provide a 
local version of it as well.

With the exception of generalized Rademacher series (see Onneweer [16]), the problem 
of term by term differentiation of Vilenkin series has not been touched. All of the results 
cited in §3 go over to the special case of the group of integers of a p-series field, but the 
general problem is wide open. The requisite tool of a fundamental theorem for the bounded 
case is provided by Pal and Simon [22] and a several definitions have been provided and 
compared by Onneweer [17], [18].

Another problem which has not yet been examined is term by term dyadic differentia­
tion of multiple Walsh senes. Theoretical foundations of the dyadic derivative m several 
variables have been provided by Butzer and Engels [3], [4] and Moricz [15] has conditions 
sufficient to conclude a double Walsh series is the Walsh-Fourier series of some integrable 
function. Moreover, a fundamental theorem is now available in this setting (see [28]).

What about an analogue of these results on the dyadic field? The analogous problem 
would be what conditions on the Walsh transform F  of a function /  integrable on RA imply 
that /  is dyadic ally differentiable and that derivative is the Walsh transform of El1!? Again 
the background work has been done. The dyadic derivative on R~*~ was introduced long 
ago by Butzer and Wagner [7] and the fundamental theorem is well-known (see Pal [20], 
[21])-Finally, Butzer, Engels, and Wipperfurth [5], [6] have introduced the EE-derivative. 
This is an extension of the dyadic derivative which is not only applicable to piecewise 
constant functions but also to piecewise polynomial functions. Since more functions are 
EE-differentiable than dyadically differentiable it is presumably easier to show a given 
Walsh series is term by term EE-differentiable than dyadically differentiable. Thus the 
growth conditions in the theorems cited above may be weakened for the E E  derivative. 
Moreover, the class of series available for this setting includes power series as well as Walsh 
series. There is much work to do.
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A B S T R A C T .T h is paper is a short summary of some results concerning multiple Walsh series.The connection between Walsh series,dyadic m artin­
gales and quasi-measures is investigated in one and two dimensional case. 
Inequalities for martingale maximale functions, martingale transforms and 
square functions are used to study norm and a.e. convergence of Walsh series.

Duality of dyadic Hardy-,BMO-,and VMO-spaces and atomic charac­
terisation is discussed in one and two dimensional case.The dyadic differen­
tiation and integral is extended to function of two variables and the funda­
mental theorem of the calculus is given.The method can be used to study 
a.e. Cesaro summability of Walsh-Fourier series in one and two variables.

1. DYADIC MARTINGALES
We shall denote the set of non-negative integers by N  ,the set of positive integers 
by P , the set of real numbers by R , and the set of dyadic rationals in the unit 
interval [0, l] by Q. In particular, each element of Q has the form p /2n for some 
P, n £  N , 0 < p < 2". Furhermore, let I := [0,1) be the unit interval.

For any set X  A 0 let X 1 : — X  and denote by X 2 the cartesian product X  X X. 
Thus N 2 is the collection of integral latice points in the first quadrant, and I2 is the 
unit square . We shall use the notation z = (za , a £ A) to represent a collection 
z indexed by a set A. Thus a sequence and a double sequence will be represented 
in the form (zn ,n  £ N) and (zm ,m  £ N 2), respectively, where zm := zpq for 
m  =  (p,<7) G N 2.

We shall use the following partial ordering in R 2. For x  =  (x i,x 2),
y =  [Vi-.y-z) £ R 2 let x < y if aq < tq and x2 < y2 , and set |x| := | i i |  +  |x2|. 
Furhermore, let An := n if n £ N , and An := m fn{n1)n2} if n =  (n1;n2) £ N 2.

Fix j  £ {1,2} and denote the j'-dimensional Lebesgue measure of any measurable 
subset Y  of IJ by \Y\ .The L''(V ) norm of any function /  £ LP(R) will be denoted
W \ \ f \ l  ■

By a dyadic interval in I we mean one of the form [p/2n ,( p +  l ) /2 n) for some 
p,n  £ N ,0  < p < 2". Given n £ N and x £ I let In (x) denote the dyadic interval of 
length 2~ n which contains x. Denote the collection of dyadic intervals by J.

Let J 2 denote the collection of dyadic intervals in I 2,i.e., the sets of the form 
I' — h  x h , where /} , L € J. Clearly, given x — ( i 1, s 2) £ I2, the dyadic intervals in 
J2 containing x are of the form
( L i )



where n [n1,n 2) £ N 2. The set of dyadic squares is denoted by

(1-2) Q := { I  =  K  x L  £ J2 : |P |  =  |L|}.
For each n £ N  let IT represent the atomic a-algebra generated by the dyadic 

intervals J  £ J  of length 2~ n .Thus every element of An is a finite union of intervals 
of the form [k/2n , (k -f l ) /2 n).

The atomic a-algebra generated by the two dimensional dyadic intervals of the 
form I  — K  x L  with \ K j =  2~p and \L\ — 2 ~ q will be denoted by .For j  £ {1,2} 
and n £ ISP let L(An ) denote the set of An -measurable function defined on P .  Set 
An_ :=  An~ 1 if n  £ N  and let

A! := (n =  [nL, n2) £ N 2),
where 4 _1 := /l° and 4 ,_1,_1) := A0 ,A{~ l 'i] =  P 0'’1, := A{i,0) (i £ N ).

The conditional expectation of the function /  £ L 1 (P ) (j =  0, l) with respect to 
An (n £ N J) is denoted by E nf  and can be given in the. form

(1-3) (E n f){x) =  — j  f  (x £ P , n  £ I P ) .

Extending (1.3) we set

(P (c0 ,k)f){u ,v)  := ] /  f[u ,s )d s  ((u,v) £ I 2,fc £ N ).14 I /ik («)
A sequence of functions f  =  ( /„ ,n  £ N J) defined on P  is called a dyadic mar­

tingale if each f n belongs to L[An ) and
(1.4) E nf m =  4  for all n < m and n, m  £ N J .

If 0 < p <  oo, /„ £ IT ( P ) (n £ N J) and
||f||„ := sup ||/„ ||p < oo,

n 6  N  i

then the martingale f is called IT-bounded.
Let /  £ L l (P ) and define the sequence f =  (/„ , n £ I P ) by

(1-5) f „ - = E nf  [ n e w ) .
It easy to see that f is a martingale.Martingales of this type are called regular. 
Moreover, if /  £ IT (P ) for some 1 < p < oo, then /  is IT-bounded and

lim 114 -  /II,. =



Here and in the following the limit of a double sequence is taken in Pringsheim sense,
i.e., for every e > 0 there exists an index N  £  N 2 such tha t \\fn — / | |  <  e if n > N . 
If 1 < p < co then the martingale f can be written in the form (1.5) with a function 
/  £ Lp(P) if and only if f  is Lp-bounded. In the case p = l ,f is of the form (1.5) with 
a function /  £ L1 (P) if and only if the martingale f  is uniformly integrable, i.e.,

(1.6) sup / | / n | —>0 as y * oo.neN 1 J(!/,!>!/}
This characterisation of regular martingales holds for all martingales indexed by an 
upward directed set (see NEVEU [29J).

Thus /  f  :=  (E uf ,n  £ N y) is a norm-preserving map from Lp onto the 
space of Lp-bounded martingales if 1 < p < co and consequently the two spaces can 
be identified. In a similar way, we can identify L1 (P )  with the space of uniformly 
integrable martingales.

The martingale maximal function is defined by

(1.7) / '  := sup |/„ |.
n £  N '

To define the martingale transform and square function introduce the martingale 
difference sequence in the one-dimensional case by

(1-8) d„ := fu ,dn := f n ~ f n - i  [ n e F ) ,

and in two-dimensional case by

(1.9) dno := /o,o, dkn ■— fk. o — fk -  i.n t do,k fo,k ~ fo,k- i (fcGN)

d n  '■= /|», ,n2 ) ” f \ n  , - i . n 7 | t/|n,.n,- 1] + /( n , - 1 , n , - X ) (n = (nl I n2 ) G N 2 ) .
Obviously,

k <TL
Moreover,if a = (a „ ,n  £ N J) and an £ A l (n £ N J) , then the sequence

(1.10) rn := ^  a fcdfc, f" .:= ( / “ , n £ N J)
k<n

is also a martingale and it is called the transform of f  by the sequence a .
We introduce a set of function sequences to define special martingale transforms.



To this end set
(1.11) T : =

( T (7« >n  £ N-’) : ■ /„ (.?:) C: {0, :} ,t„ C L{A'1 ) and rn > rm if n < m } .  
The square function of the martingale f is the function

(1-12) Q f j  ( J 2  !d n |2) 1/2.
n  6  N  J

For 0 < p < co denote by II'' the set of martingales f =  (/„ , n £ N 3") for which 

(!-13) llflln- % \\r \ \„  < o o .
It is easy to see that if p > 1 then (1.13) implies that f  is uniformly integrable and 
consequently H '; can be identified by a subspace of I / ( I J ).

We shall use the hibrid Hardy space H ! based on the maximal function
(!-14) / '  := sup \E[ooJc)f \  ( /  G L l (I2)).

k e n

Thus H ! will represent the collection of functions /  £ L 1 {I 2) satisfying

ll/ili := I!/! Hi < os-
Clearly H 1 C I i s , and if /  is non-negative then /  belongs to H 1 if and only if 
/  € L log+ L ,i.e.,

/  l/l log+ | / |  < co.
J  i3

It is convenient in one dimension to identify H “ with 17(1).
For any subspace Y  C L l (IJ ) denote by Ya the set of elements in Y  satisfying

Yo : = { f e Y : E of  = 0} {j = 1),
Ya : = { f e Y : E in_n]f  = E l0,n)f  = 0 (n £ N)} (j = 2).

It was proved by H ARD Y  (see ZYGMUND [46]), P A LE Y [SO] 
(for j  = 1 ) and by CAIROLI [IS] (for j  — 2) that the i p-norm of /  and /* are 
equivalent (in notation ||/||,, ~  | | / | | n ,. ), i.e.,there exist constants AP,B P > 0 such 
that for 1 < p < oo ,
t1-14) d (, || / 1|,, < | | / '  ||,, < B p || /  II,,
and (1.14) does not hold for p = l.B ut the IF’-norn of /* and Qf are equivalent for
any 0 < p < oo,
(1.15) II/' II,. ~  HQflip (0 < P < oo).



For j = l  see BURKHOLDER [7]Sot j= 2  see BROSSARD [5],[6] (p <  2) and 
M E TR A U X  [26] [p > l).

From (1.14) and (1.15) it follows that if |a„ | < 1  (n 6 N-1), then the martingale 
transform defined in (1.10) satisfies

sup ||/" ||„  < C„||f||„ .(1 < p < oo)
n e  N  J

with a constant Cp > 0 depending only on p.
In case j  = 1 the dual of H,1, is the space of functions with bounded mean 

oscillation,i.e.,the space B M O  (see GARSIA [18]).A function /  6 12(1) belongs to 
B M O  if

(1-17) II/IIbm o  := sup II (En ( f  -  En f)'2)1/2\\co < oo.ne N
It is easy to see that the BM O -norm  is equivalent to 

(!-18) \\f\\ := sup|{A r =  0}|“ | | / - / r ||2 ,
t 6 T

where At -.= inf„eN, rn and /  := (En f ,n G  N J),and j  = 1.
The subspace of functions in B M O  satisfying

(1-19) I™ | | ( ^ ( / - ^ / ) 3)1/3|U =  0n —► co
is denoted by V M O , and it is called the space of functions with vanishing mean 
oscillation.lt is easy to see that V M O  is the closure of the set of dyadic step functions 
(i.e.,of UnL(An )) in BM O-norm .The dual of V M O  is H), (see SCHIPP [84]).

Definition (1.18) can be used to define the space B M O  in the two dimensional 
case.Tamely,let B M O  be the set of functions in L2(I2) for which the norm defined in 
(1.18) is finite.The dual space of HJ is this B M O  space (see BERNARD  [3]).More­
over, if V M O  is defined as the closure of UneNi L(An) in BM O -norm ,then the dual 
space of V M O  is the Hardy space H„ (see F. WEISZ [43]).

A function /? in L°° (I) is called an oo-atom if there is a dyadic interval J  C I such that
{ P ] o } c j  , j|/?|L < i / | j |  , j ^  = o.

In the two-dimensional case it is convenient to use 2-atoms.A function a  £ L\ (I2) 
is said to be a 2-atom,if there exist a sequence r G T  such that

a„ = 0  on the set {rn = 1 }  (n 6 N 2),

||a ||2 < |{Ar = 0 } |-T 2,
where a n := E„a (n G N 2).



Dyadic atoms characterize dyadic Hardy spaces in both cases.A function 
/  E LJ(P) belongs to HJ if and only if there exist dyadic atoms (3n (n E N) and 
a sequence a = [an , n G N) of real numbers such that

(1.20) /  =  ^ 2  an^ n and I an | <  oo.
n £  N  n. £  N

Moreover,let

(L21) | /  | := in f  J 2  K I -
n £ N

where the infimum is taken over all sequences satisfying (1.20).Then the norm j • [ 
is equivalent to the EU-norm.

For the case j  = 1 see SCHIPP- WADE-SIMON-PAL fS6], for j= 2  see 
B ERN ARD  [S], for atomic characterisation of Hp with 0 <  p < 1 and duality see
F .W E ISZ [40-44]-

Dyadic martingales are closely connected to quasi-measures and Walsh series.

2. WALS SERIES, MARTINGALES 
AND QUASI-MEASURES

Let j  G {1,2} and denote 5T be the algebra of sets generated by the dyadic 
intervals in V . By a quasi-measure we shall mean a real-valued set function which is 
finitely additive on . Clearly,the restriction of every finite Borel-measure on P  to 

is a quasi-measure, but not conversely.
We shall denote the collection of quasi-measures on by Q M J .Let V M J be the 

set of quasi-measures with (finite) bounded variation, let B M ' be the set of (finite) 
Borel-measures on P , and denote by A M 1 the set of absolutely continuous measures 
in B M J . Recall tha t the map /  i—> uf defined by

(2 .1) f  ( /  G 3U , i  =  1,2)

is 1 — 1 from L 1 {P )  onto AM U Moreover, if ||ẑ || denotes the total variation of 
v  G V M J then \\u{ || =  \\f\h  ,i.e.,the map in question is isometric.

Let r be the function defined on I by

( 2 .2 )
1, i  G [0,1/2) 
- 1 ,  x G (1/2, l)

extended to R  by periodicity of period 1. The Rademacher system r := (r„ ,n  G N) 
is defined by
(2.3) r, (x ) := r (2 " i)  ( i G R , h G N ).



Given n G N  it is possible to write n uniquely as
CO

(2.4) n = Y n k 2 \
k = 0

where nk = 0 or 1 for k G N. The numbers nk will be called the binary coefficients
of n.

Given x G I we shall call the expansion

(2.5) 2 =  2 > , 2 - (fc+1>,
k£N

where each xk =  0 or l,the dyadic expansion of x. If x G I \  Q, then (2.5) is uniquely 
determined.By the dyadic expansion of x G Q, we shall always mean the one which 
terminates in 0‘s.The dyadic sum of x ,y  G I in terms of the dyadic expansion of x 
and y is defined by

(2.6) x+ y:=  £  \xk - y k \ 2 ^ k^ \
k6N

For x — { x i , x2) , y  — (yi , y 2) 6  I2 set
(2-7) x+ y  := {x1+ y 1, x 2+y2).

The Walsh(-Paley) system w — (wn ,n  G N) was introduced by Paley as prod­
ucts of Rademacher functions in the following way.If n G N  has binary coefficients 
[nk , k G N ) , then

oo
(2.8) Wn r " ‘ .

k = 0

The double Walsh system (uin ,n  G N 2) is the Kronecker product system gener­
ated by the Walsh system,i.e.,
(2-9) wn (x) := (wu, x wn, ) ( x )  := wn i ( x i ) w n, { x 2)

[n = (% ,% ) G N 2,x  =  (aq.Zj) G I2)).
There is a direct connection between dyadic expansions and Walsh functions, 

namely
(2 -1 0 ) wn (x) =  ( - 1 ) < " ’* > ,

< n ,x  > :=  ^  nkxk (mod 2) ( n G N , i £  I).
k £ N

where



This implies tha t the Walsh functions behave almost like characters with respect 
to dyadic addition,namely for a.c. x ,y  £ V
(2.11) wn (x-j-y) =  wn [x)wn (y) (n e  N J ).

If v £ Q M J then the Walsh-Fourier-Stieltjes coefficients of v  are defined by

(2 .12) H n ) (n £  N J ).

Since each Walsh function is constant on sufficiently small dyadic intervals ,this 
definition makes sense.

It is easy to prove that the map 1/ ^  f  is a 1 — 1 function from Q M ; onto the 
space of sequences
(2.13) P := (x  : x =  [x„ ,n  6 N J) ,x „. £  R  (n t  N J)} (j = 1 ,2 ) .  

For f  £  L 1 (P ) we shall denote by

(2.14) f { n )  := f fw„  (n £ N J)
J  p

the n-th Walsh-Fourier coefficient of / . I t  is clear that
(2.15) K r = /  ( f £ L l (V).

The dyadic convolution of f ,g  £ T1(IJ) is defined by

(2.16) { f  * g){x) := I  f { x+ y )g (y )d y  (x <E F )
J  \3

and satisfies
( /  * gY= f  ' 9-

The Walsh-Fourier-Stieltjes series of v £ Q M J is the Walsh series

(2.17) S u :=  i)[n )wn [j — 1,2),
n e N J

and the set of Walsh scries will be denoted by SJ. For /  E Zd(P) we set
(2.18) S f  := S u 1 := V  / ( n ) wn .

n e N j
The rectangular partial sums of Su  are defined by
(2.19) S„ v := Y 2 u{k)wk ( n G P J),



where in case j ' =  2 the inequality k < n means that k l < n x and k2 < n2 . If n x — 0 
or n 2 =  0, then set Snu — 0, and for n — (nx ,n 2) E N 2 denote
(2.20) 2n ;= (2n 1, 2'1’ ).

It is easy to see that the sequence of 2n-th partial sums [n E N 3,.? =  1,2) of 
any Walsh series is a dyadic martingale. Conversely, every dyadic martingale can be 
obtained in this way. Thus the investigation of 2” partial sums of Walsh series leads 
to a study of dyadic martingales. Notice also that the map v >—► [S2nU,n E N 3) is an 
isomorphism from Q M J onto the collection of dyadic martingales M3. The inverse of 
this map is of the form (f n ,n  E N J) i—> v from M3 to Q M 3, and can be given by

(2.21) u(l) ~  lim / / „  (J E SR3).JI
In the case j  — 2 the above limit is taken in the Pringsheim sense, i.e., An : — 
m in ln ^ n j}  —>■ oo.

Thus for each j  =  1,2 we have four pairwise isomorphic linear spaces Q M J , M3, 
l 3 and S3, and the isomorphism can be given by the Walsh system as follows:

i) v > ( f j . y n G N 1) from Q M J onto M3

(2.22) it) V  V from Q M 3 onto t3

Hi) v  1—■> S 0 from Q M 3 onto S3
It is easy to see that every set function v E Q M 3 can be obtained from a function 

F  : Q; i—> R  in a simple way. Namely in the case j  — 1 set
(2.23) i/(J) := vF(I) := F[/3) -  F[a) (7 =  [a,/?) E 3?),
and if j  = 2 then let
(2.24) 1/(7) := uF (7) := F(ctl t a a) -  F(a> ,& ) -  F (fa  , a 2) +  F(/3X, /?2)
for 7 =  [ccj,/?!) X [q2,/?2) G J~ and F : QJ i—> R.

The map F >—> vF is an isomorphism from the set of functions 7 : defined on Q3 
onto M3. Moreover, if F is the integral function of /  E L l (I3), i.e.,

(2.25) F(x) J  f  , where J T := {u E V : 0 < u < x},

uF uI
then
(2.26) on A1.



The partial sums of any function /  6 L l [l3) are martingale transforms of the 
regular martingales f rn := (En (fw m ), n G N J) (m G ), namely for each m  G N ;’
(2-27) S,n f  = wmrm\

where a"1 := m, for j  — 1 and «[’" 1 := for j  = 2 and m,-, m 1. (t G N) are
the binary coefficients of m  and m 1, respectively.

Applying inequality (1.16) we get that the operators
Sn : L”{T) »  L"{V) ( n £ N J')

are uniformly bounded if 1 < p < oo, and consequently
| | /  — S„ f  ||,, —> co as n —> oo

for all /  G Lp ( P ), 1 < p < co and j  = 1,2.
It is interesting that, in contrast with the trigonometric case, the operators

(2.28) Tnf  := £  f[k )w k (n =  [nl , n2) G N 2, n x — n2)
k < n . k i < k 2

are uniformly bounded in L ''(I2)-norm if and only if p =  2. Moreover, the same holds 
for the operators

R t f  '■ = £  f ( n ) W n (f >  0)
n 2 <  t -  fl n ,

for each 0 > 0 (see H ARRIS [20]). This implies that the one dimensional trigono­
metric and Walsh systems are not equivalent bases in IF (I) if p yt 2 (see WO-SANG  
YOUNG [45]).

3. WALSH-FOURIER COEFFICIENTS

For each linear normcd subspace £ C P denote by £ , the set of sequences 
x — {xn ,n  G N J) G t3 such that there exists a non-increasing sequence of non­
negative numbers a — (a „ ,n  G N J) G £ satisfying
(3.1) |xu | < a I1 ( n G N 1),
Introduce a norm in £ by
(3-2) ||x||, := inf( ||orj| : a  G £ and (3.1) is satisfied}.
Denote by

(3-3) im i,  * = ( £  i ^ n 17" (p > o),
n£ N ’



and let l p be the set of sequences x E t satisfying |jx||p < oo.
By the Hausdofff-Young inequality,

l l / l l ,  < | | / | | „  ( / G i / ( F ) , l < p < 2 , l / p + l / g  =  l ) .

For functions belonging to H 1 the following analogue of the Hardy inequality is
true:

l/MI/ n * <  c II/IIh * ( /  e n 1),
n e P  1

where n* =  n  if j  — 1 and n' =  if n = (n1,n 2) E N J and j  = 2.
For j  = 1 see LADHA WALA [S3], for the case j  = 2 see F. WEISZ [44]- 
For the trigonometric system there is a direct relationship between smoothness 

of a function and how rapidly its Fourier coefficients tend to zero. This is not the 
case for Walsh-Fourier coefficients.

If F  is an absolutely continuous function, i.e., if F  is of the form (2.25) and if 
/(0) =  0, then

(3.4) F{ 2” +  Jfc) =  ( - l ) '2 - |nl - aj7 (* ) + o(2|rl1)

holds uniformly in k E N J as An —> oo. Consequently, if for an absolutely continuous 
function F(m) =  o(l/m ) as m —> oo then F  is constant. For j  =  1 see FINE [16], 
the case j  = 2 is similar.

Next we investigate how rapidly the Walsh-Fourier coefficients of a non-constant 
continous function can decay.

If F E C([0, lp ) ,  then the Fourier coefficients of vF E Q M J can be expressed by 
the Fourier coefficients of F. Namely, if j  = 1, v = vF , n E N  and < n < 2i+1, 
then for all k > i

(3.5) 0[n\ = 2 F[2’" + 12k + n) (w2. (1 2m + 1 - 1 )

(see BO C K AREV [J,]).
This implies the following theorem of BO CKAREV :

(3.7) I f  F E C  [0,1] and F E t \ , then F  is constant.

A similar identity and theorem holds in the two dimensional case for functions 
F E C „{[0,1]2) (see AMOODI [if).



4. DYADIC CALCULUS
The dyadic difference operator for function li : I >-> R was introduced by GIBBS [18] 
in the following way:

(4.1) [dnh)[t) ~ [n £  P ).

It is easy to see that (2.10) implies
(4.2) (d„u;„J(/) = (t) ( m e N , m > 2 “ , f 6 l ) .

The partial dyadic derivative was introduced by BUTZER  and ENGELS  in [11] 
by the help of difference operators <9„ h .For /  : I 2 h-► R  and k = 1,2 let

(d n .k f)[x ) := 23 L{f{x) -  f(x+ e*)),
i = ii

where e] := (2 " ,J+1 |,0) and ej := (0, 2^ 13 + 11) .For this operator we have

dn kw,n m m kw,„ [m = (m ,, m2) G N 2, m k < 2" , n £ N , fc =  1, 2).
Another dyadic difference operator for function of two variables was introduced by 
SCIIIPP  and WADE [35/ as follows: For n = (n1,rz2) and /  : I 2 > R  let

('dn f) { x ) := 2|y|- 2(/( i) l -  f (x + e lu ) - f [ x W h ) +  f /x + e ^  +e* )).
J< "

It is easy to see that for /  = j  x fi and n = (n±, n2)
d ,J  = dn ig x dU3/i,

and consequently
(4-4) d„ wr„ = m ' wnl (m < 2n ,m ,n  £ N 3).

The function /  : P  >—> E. is said to be differentiable at a point t £  I  if (dnf ) ( t ) 
converges, as n —► oo, to some finite number /b l( t) . If for some g £ L 1 (I3)

bin ||d ,J  -  ff||,, -  0,ll —> op

then /  is called strongly differentiable with strong derivative g. The strong derivative 
of /  will be denoted by <lf.

The pointvvise and strong partial derivatives can be defined in a similar way and 
will be denoted by dk (see | ’l l |) .



Obviously,it follows from (4.4) that the Walsh functions wn [n £ N J) are dyadic 
differentiable and

dwm = =  m*w,n , dk wm = m kwm ( m = ( m 1,m 2) 6 N I ,l: =  l,2 ).
The inverse operator of d ,i.e.,the dyadic antiderivative (or integral) can be given 

by the convolution
J f  ■— f  * W 3 ( /G L 'f P ') ) ,

where W : is the function whose Walsh-Fourier coefficients satisfy

W ]' (n) 1, if An = 0 
1/n*, if n £  P J .

It can be proved (see BUTZER  and WAGNER [9f) that in the one dimensional 
case W 1 £ L 1 (I), and consequently

W 2 = W 1 x W 2 £ L 1 (I2).
The fundamental theorem for strong derivative was proved by BUTZER  and 

WAGNER [9]:For each f  £ Id (I) with /(0) = 0
/  =  J(df) and d {J f)  =  /.

The Hardy-Littlewood maximal function is defined by
1 , f{M f){x) := sup 17(i; h) | / 1 ( x e r ) ,

' I  [ x - , h I
where

/(x ; h) := {y £ V : x < y < x +  h } .
The dyadic counterpart of this operator is given by

J ' f  := sup \dn [J})\. n e N  '
Then the following analogue of the Hardy-Littlewood maximal inequality is true: 

The operator J* is of weak-type with respect to H ! , he., there is an absolute constant 
C > 0. such that

K x e r  : { J 'f ) ( x )  > y } \<  - l l l / l l l ,V
for y > 0 and f  with \ f \  £ H ! .

This implies the fundamental theorem for the pointwise calculus: If \ f  \ £ H 1 , 
in particular, if f  £ L' (I) or f  £ (L\og+ L)(I2), then

(d„ ./)( /)  —> f  a.e. as A n —► oo.



See SCHIPP [31] for j  = 1 and SCHIPP  and WADE [85] for j  =  2. A similar 
inequality and convergence theorem holds for measures (see SCHIPp-WADE-SIMON- 
PAL [86]).

For other results and applications concerning dyadic partial derivatives see 
BU TZER  and ENGELS [11],[12].

5. CESARO SUMMABILITY

The dyadic derivative is closely connected to (C, l)-summability of Walsh-Fourier 
series. Indeed, let

(5.1) (r ie  N) , if* .is 5 3  (i - £ k  ( i e P )
k < n k < n

be the Walsh-Dirichlet and Walsh-Fejer kernel, respectively.
The two dimensional kernels are of the form

(5.2) D2n =Dlntx DL , Kl = K[ (n = (n x ,n2) e N 2),

and the partial sums and (C, l) means can be expressed in the form

(5.3) Sn f  = f  * D]n , an f  = f * K i  (n G N f , j  = 1,2).

It is easy to see that in the one dimensional case

K n = Dn -  -£>!/' (n G P ). n
This identity can be used to study a.e (C.l)-summability of Walsh series.

Introduce the maximal operators

SUP '■= SUP Wl* / I ) f :=  SUP l°2" Z i­
n g  p  ’ II e  N  1 | l l - n 3 | < a

It can be proved that there exists an absolute constant A > 0 such that

I W > y } | < ^ | | / ! l ,  , i { a * / > y } |  < ^ 1 1 1 / 1 1 1 .
for every y > 0 and f  in H* and f  with | / |  G H s, respectively. Consequenty, sf 
| / |  G H* fin particular if f  G L l (I), or f  G (Llog+ L ) ( l2)), then

an —> /  a.e. as A n —► oo.



For j  = 1 see SCHIPP-WADE-SIMON-PAL [36], for j  =  2 see MORICZ-SCHIPP- 
WADE [28],

The operator o„ can be estimated by the maximal function with respect to squares:
I K / I I  < c a II sup \E{n n)f  \ Hi,n£N

I K  /  > y}| < — 1|/|| (y > 0). y
Consequently,

o2« f  —> /  a.e i f  K  — n21 < a and A n —y oo.
(See MORICZ-SCHIPp- WADE [28]).

In the proof of the above results quasi-local operators play an im portant role. For 
each J  £ J 1 and each r 6 N  let J r £ J3 be defined by J  C J r and | J r | =  2r j |J |.  
An operator T  from L l (V) into the-set of measurable function on I3 will be called 
quasi-local if there exist constants C > 0 and r £ N such that

j  \Tf\ < C'H/IU
n v r

for all /  £ L l (I3) and J  £ J1 which satisfy { / ^  0} C J .
Let (T., ,7 £ T) be a collection of bounded sublinear operators on L1 (I3) and set

2 7  := su p  IT ,/ |  ( /  £ L1 ( I 3)) .
- t e r

If T is quasi-local and bounded as an operator on L°° (I3), then there is a constant 
C > 0 such that

\\Tf\\, <C\\ sup \ E t f \ h ,  | ( 7 / > y ) | < - | | / | | 1 (y > 0, f  £ A1 (I3), 
k n  y

where E k = Ek if j  = 1 and Ek := E{kk] if j  = 2 for all k £ N .
A connection between the one and two dimensional maximal function is given in 

the next result.
Let [V f,n  £ N ), i — 0,1 be a sequence of L 1 ( I )  functions. Define the one 

dimensional operators
T' h := sup |h * Vk | (i = 0 ,1 , h £ L 1 (I)), fce n

and suppose there exist absolute constant A ^ A ,  such that
|{T°h > y}\ < ^ | | h | h  , \\T 'h \\< A ,\\h \\H (h £ L1 (I),y  > 0).y

U Vk P 0 for all k £ N and
T f  sup | /  * ( K  x K J ] ,

( n  , , n ,  ) 6  N  -
then there holds

\{T f > y}\ < — — 1|/||( ( /  £ H 1, y > 0).y
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WALSH-FOURIER TRANSFORM AND DYADIC DERIVATIVE
J.PALDepartment of Numerical AnalysisEotvos L. University, H-1117 Budapest, Bogdanfy u.lO /B, Hungary
A b s tra c t .  In this paper we shall be concerned with the Walsh-Fourier 
transform which is a Fourier transform on the additive group of the dyadic 
field and with the dyadic derivative and integral defined on the dyadic field.

1. THE DYADIC FIELD
Let F  denote the set of doubly infinite sequences

x =  (xn ,n  e Z)
where xn — 0 or 1 and x n —► 0 as n —► — oo. Denote the doubly infinite sequence whose 
entries are identically zero by 0. Thus to each i £ f  with i  ^  0 there corresponds an 
integer S  (i) £  Z such that
(1) s * ( . ) = l  but xn = 0  for n < S(x) .

Let x = (x„ ,n  £ Z) and y =  (y„, £ Z) be elements of F. Define the sum of x
and y by
(2) x +  y :=  ( \xn -  yn |, n  £ Z).
Define the product of x  and y by
(3) x » y . =  {£n , n £ Z) 
where for each n  £ Z

L  := X I x' Vi (mod2).
i+ j=n

Notice that (F,+) is an abelian group, (F,®) is an abelian semigroup, and in 
fact, (F, + , ®) is a commutative algebra over the finite field Z2 := {0, l}. This algebra 
has an identity
(4) e0 :=(<50,„, n  £ Z) 
and contains a subgroup

F„ := { x  £ F : xn = 0 for n < 0}



which is isomorphic to the dyadic group.
The algebra F  is normed. Indeed, for x = (xn , n G Z) £ F  define

(5) x \ ~ Y ,  x *2
n e z

It is easy to see that
|x| > 0 ,  \x + y\ <  |x| +  |y |, x ® y\ <  |x||y|

for all x, y G F.
There is another norm, a non-Archimedean one, which can be defined on F . Set 

||0|! := 0 and for each x G F  with x yt 0 set
(6) ||x|| := 2 - s (*>, 
where S(x) is defined in (l). Notice that
(7) ||x +  y|[ < max{||x||, ||y||} and j|x • y\\ = 
for x ,y  G F . Also, by definition we have

— Ilxll < IxI <  llxll (x G F).2 ii n _  i i -  li ii v )

Hence (6) is a norm on the algebra F which is equivalent to 
Let

B := {x G F  : ||x|[ = 'l}
denote the unit ball in F. It is easy to see that B is a multiplicative subgroup of F. 

Define the usual closed system in F by

(8) e„ i £ Z ) ,
and observe that

® X  =  ( X y _ n , J G Z )
for each n G Z and x =  (xy, 
operator on F . Clearly,

j  e Z) G F. Thus multiplication by en is a shift

and || e„ | =  2-rl (n, m  G Z).
Thus {en : n G Z} forms a 1-parameter subgroup of F  and is algebraically isomor­
phic to Z.

Let x G F ,  x / 0 ,  Choose n G Z such that ||x|| =  2~". By (7) we have

m || || y

(5).



Hence e_„ • x is invertible, and it follows that x is invertible with
x 1 =  fe„ ® e_n ® x) 1 =  (e_n » x) 1 ® e_,

Therefore F is a field. It is called the dyadic field and was introduced by N.J.Fine
[2] -

It is easy to obtain from (6) that addition and multiplication are continuous maps 
from F  X F  into F. Moreover, the inequality

|| (e0 +  x) 1 -  e0|| <

holds for all x G F satisfying ||x|| < 1, so the map x i—► x_1 is continuous from F* 
into F. Therefore the dyadic field is a topological field.

Define maps nn : F —» {0,1} by
7T„(x) := 7T„((xy, j e  Z)) := x„ (n G Z).

Define the integer part of x G F by
[x] := ( . . . ,  x_2, x _ 1, 0 ,0 , . . . )

i.e., [x] is that element of F defined by

*»([*]) = 0,
In

n >  0 
n < 0.

Characters of additive group (F ,+ ) can be generated in the following way. For
each x, y G F  define
(9) V’y(z) := (-1 )
Since 7r_! is linear, it is clear that each is a character on (F, + ), i.e., is contin­
uous on F  and satisfies

ipy {x + x') = ipy (x)rl>y [x') (x ,x' G F).
It is also clear that

(10) (i) =  fa  (y )
and
(n ) ^y{x) = (x ,y  G F).
In particular, the group of characters of (F, +) is isomorphic to (F, +). It can be shown 
that the functions [y G F) (the so-called generalized Walsh functions) exhaust the 
characters of the additive group (F,+) (see [2]).



Differentiation of functions defined on F can be defined as follows (see [l]). For 
each n £ N  and each function /  on F  set

(12) dn f : =  £  2J~ 1 ( /  — Tc. f )
j= -n

where
(13) K / ) (z )  := f[x + h) ( x , l i6 P )  
represents translation of /  by an element h  £ F. If
(14) /[11(z ) :=  lim (dnf)[x)n —*■ oo

exists at some x £ F, we shall say tha t /  is dyadically differentiable at x and call 
/ i 1' (x) the pointwise dyadic derivative of /  at x.

Similarly, if X  is some Banach space of functions on F  and if the limit
(15) d f  := lim d n f

f l  —+ OO

exists in the norm of X ,  then we shall say that /  is strongly dyadically differentiable 
in X  and call d f  the strong dyadic derivative of / .

It can be shown (see [lj) tha t the additive characters xjjy (y £ F) are everywhere 
dyadically differentiable with
(16) ^  = W y  ( j / GF) .

2. THE WALSH-FOURIER TRANSFORM

The additive group (F,+) is a locally compact abelian group and its unit ball
B =  { x € F :  ||a;|| =  l}

is compact. Hence there is a unique Haar measure p. on F which satisfies
M(B) =  1.

The spaces IF(F) will be denoted by LP(F) for 1 < p < oo and the corresponding 
norm by || © |[p.

Given /  £ Id (F), the Walsh-Fourier transform of /  is the function on F defined 
by



(see [2]). The map / • —»■ / is a linear map from L 1 (F) into L°° (F). In fact, since

(18) ll/lloo <  H/lli ( /  €  L 1 (F)), 
it is clear that

(19) lim / B(y) =  f(y )  (y € F)n —► oo 7

for any sequence f n (n E N) which converges to /  in L l (F)-norm.
The Walsh-Fourier transform of an integrable function is continuous and bounded 

on F . In fact, if /  € T1 (F), then /  is uniformly continuous on F . Moreover, if 
f  E L 1 (F), and h E F ,  then

(20) { rh f j  =  4>h ■ f

and

(21) t y h -  f )  =  rh f .

The convolution of two functions /  and g in L 1 (F) is defined by

( /  * g ) { * )  ■ ■ = J f { x  +  t ) g ( t ) d n ( t ) .  [ x  E F).
F

By Fubini’s theorem f  * g  E L 1 {F) and

(23) li/*fflli <  11/llilMli (/>ff £  T 1 (F)).
Thus L  (F) is a Banach algebra under function addition and convolution.

The Walsh-Fourier transform takes convolution to pointwise multiplication: if f , g e  L 1 (F), then

(24) =
The following multiplication formula is also true: if f ,g  E L 1 (F), then

(25) J  f{y)g{y)My) = j  f { y ) g { y ) d n { y ) .
F  p

We remark that these properties hold for any Fourier transforms defined on a locally compact abelian group.
The following result shows a connection between the Walsh-Fourier transform 

and the strong dyadic derivative in L 1 (F) (see [l], [3]):



T h eo rem  1. If the function f  £ i 1(F) is strongly dyadically differentiable in L 1 [F) 
then
(26) { d f j { y )  =  |y|/(y) (y e  F).

Thus, the Walsh-Fourier transform takes a derivative of /  to a polynomial mul­
tiple of / .  The following result shows tha t the Walsh-Fourier transform takes a 
polynomial multiple of /  to a derivative of /  (see [3]).

T h eo rem  2. Let f  £ L 1{¥)and set

In the following we identify the dyadic field F with the set of non-negative real 
numbers R + via the map | ® | in (5). This identification takes the Haar measure 
fi to Lebesque measure on R+ , the characters of (F,+) to generalized Walsh-Paley 
functions on R+ . We shall denote dyadic addition by +  on R+ , but leave all other 
notations the same. We shall extend the Walsh-Fourier transform from L 1 (R + ) n 
L 2 (R+ ) to L 2 (R+ ) in a special way using the eigenfunctions of the Walsh-Fourier 
transform  (see [4], [5]).

For each k £ N  define a function fi* on R+ by

It is easy to see that f lk [k £ N) are eigenfunctions of the Walsh-Fourier transform:

g{x) := \x \f(x )  ( i 6 F ) .
If g £ L^F), then f  is pointwise dyadically differentiable on F and
(27) ( / ) [l1 (y) = y(y) (y e F ) .

(28) otherwise.

(29) f lk = n k [k £ N).
For each k £ N  set

fit,o,i :— and PI*,,o,-i 0*
If k £ N , n £ P and j  £ {—1,1}, define a function on R+ by

(30)
x £ [k, k +  1) 
x £ \k + n, k +  n +  1)

0 otherwise.
An easy computation gives that

(31) Plfc.n.y =  J  Plfc.n.y { k , n e  N, j £ {—1,1}).



Therefore the system
(32) fi := {fik , n , j  : k , n £  N , j  G { — 1,1}}
is orthonormal in L 2 (R + ) and consists entirely of eigenfunctions of the Walsh-Fourier 
transform. It can be shown that the system fi is complete.

For each /  6 L2 (R + ) let

(33) cfc,n,y(/)  :=  J f ( x ) n k j[x )d x  (k, n £  N , j  £  { -1 , l})
R  +

represent the fi-Fourier coefficients of / .  Define the Walsh-Fourier transform of /  to 
be the formal Walsh-Fourier transform of the fi-Fourier series of / ,  that is, let

(34) F f - =  £  (cfc.n. i ( / ) n fc, _ , ( / ) « ,
f c , n 6 N

This defines a function F1/  for each /  £ T2(R + ). In fact, we have the following 
T h eo rem  3. If f  & L2(R + ), then (34) converges in L2 (R~ )-norm. Moreover,

(35) 11̂ /112 =  11/11, ( / e i 2(R+),
and

(36) F {F f)  = f.
To obtain a closed form for the Walsh-Fourier transform of functions from 

L2 (R + ), set
t

(37) Dt (y ) := J Tpy (x)dx
0

for t ,y  G R + . This function is an analogue of the Walsh-Dirichlet kernel. We can 
prove the following (see [5])
T h eo rem  4. I f  f  e  L2{R + ), then

( 3 8 ) =  f ^ D t ^ d y ^
R +

for a.e. t G R + .
This is an analogue of the classical result for the trigonometric Fourier transform on R.
It is now easy to see that the following corollaries are true.



C o ro lla ry  1. If f  £ L1(R+) n i 2(R +), then
(39) F f  =  f .

C o ro lla ry  2. For f  £ L 2 {R + ) and t £ R + define a function f t on R + by

f (x).= { f{*), * € [ 0 , i )
( \  0, otherwise.

Then

(40) F f  = lim f t
t —*■ CO

in L 2 (R + )-norm.

3. THE DYADIC INTEGRAL

In this section we shall be concerned with the inversion of the dyadic derivative on 
R + . H.J. Wagner [10] has defined for each n £  Z a function Wn whose Walsh-Fourier 
transform is the following function:

(41) (*w»)(y) = 0, y £  [0, 2“ ")
i /y, y s [2_ " ,  + o o) .

Since FW n £ L2 (R + ), this equality uniquely defines Wn £ L2(R + ). 
It can be shown that the Wn ’s are also integrable:

T h e o re m  5. For each n £  Z,
£  L 1 (R+ ) n 1 ?  (R+ ).

Moreover,
2 k

(42) Wn (x) = lim [  -ipx [y)dy
k-> oo J y 

2~ n

for a.e. x £  R + and n £ Z, where this limit exists both pointwise and in the L 1 (R+ )- 
norm.

The functions Wn (n £ N) provide a kernel for dyadic integration. Specifically, 
it for a function f  £ L 1 (R+ ) there exists a function g £ L 1 (R+) such that
(43) lim ||pyn * f  -  gWt = 0 ,



then g is called the (strong) dyadic integral of /  and will be denoted by I f .  This 
notion of the dyadic integral is due to H.J. Wagner [10]. He was given the following 
characterization of the dyadic integral: suppose that f ,g  £ L1(R + ). Then

if and only if

(44)

9 = I f

9 { y ) / ° .  ,I  i / y f [ y ) ,
y =  o 
y > o.

-this leads easily to one half of a fundamental theorem of dyadic calculus on R + fsee
[10]).

C o ro lla ry  3 . I f  f  £  Zd(R+ ) is strongly dyadically differentiable and /(0 ) =  0, then
(45) f  = I{df).

It is clear tnat not every /  £ X1 (R + ) is dyadically integrable. A concrete example 
is given by /  := x [0 ,1) (see [10]). We remark that when replacing y [0 ,1) by x[0, l)ytm 
[m E P ), it can oe shown that these functions are dyadically integrable. Moreover, 
the following is true (see [6]):
T h eo rem  6. Let

(46) F := { x [0 ,2 " ) th 2-„ m : n G M, m E P}.
Then the linear nud of Y  is L 1 -dense in the set of dyadically integrable functions.

ror tne remainder of this section we shall investigate the strong and pointwise 
dyadic differentiaoility of dyadic integrals / / .  We begin by describing the difference 
functions dn ( I f )  (n E N) of I f  (see [6]).

In a o re m  7. Suppose that f  E L 1 (R + ) is dyadically integrable. Then
(47) dn ( I f )  =  dnWn * f
and

(48) ldnWn*f)(x) = lim [ ̂ Mj[y)My)dy
k^cc J y0

for n E N,ti)/iere the limit exists both in L 1 -norm and for a.e. x E R + ,where
n n

aA y ) -=  E  ^ - 1( i - ^ 3-«y+» ,(y ))=  E  Vi2"-3-1(49)



(:y =  Y  y>2 '" l £ R + ,yy e { 0, l } , n e N ) .
3 =  -  00

To estimate the functions d n W n (n G N) we introduce the functions /?„ on R+
b y

(50) /M i/) :=  Y
y= -  n

for n G N  and y G R + . Notice that
(51) 2-‘a„(2- ny) =  0 a n ( y)

for n  G N  and y G R + . We also introduce functions f n ,gn b y

(52) f n ( x ) : =  2 - “ £  ^ £ > 3, (ar-i-2 - ^ 1),
y= -  00 »=y

n. co

ff»(*):=  ^  2' Y 2 ~ < D* ' ( X+ 2- y_1)y = — 00 i = n
for n G Z and x G R + .
T heorem  8 . Tor eac/i n G N  and x G R + let

2k
(53) V„(x) := lim f  ^  ipx ( y ) d y .

°° J y
0

T/ien Tn exi s t s  e v e r y w h e r e  a n d

(54) K H '„ )(I ) = 2-W 2„(2- " I ) 
f or  n  G N  and x G R + . Mor e o v e r ,

(55) \Vn \ < 1 0 f o + g o +  X [ 0 , l ) \ d n W \  (n G N) 
a n d

(56) M i  = 0 (1 )
as  n  —r 00, where  d n W  (n G N) was de f i ned  o n  [0,1) as f o l l o ws  ( see  [8]):

00 2n — 1 .
(57) (d„ W)(x) := D 2„ ( x ) + ^  ^  + (x G [0, l ) ,n  G N).

t = 1 k = 0



These estimates imply that every dyadic integral is strongly dyadically differen­
tiable (see [6], [10]).
T h eo rem  9. If f  £ L 1 (R + ) is dyadically integrablc, then I f  is strongly dyadically
differentiable and
(58) d {If)  =  /.

To investigate the pointwise dyadic different^1 'lity of the dyadic integral we 
introduce the maximal operator

(59) T * / :=  sup \dnWn * f \  i  (R + ))•
n e  N

Since by (54) and (56)

(60) jK W g ir = 0(1)
as n —* oo, the operator T ‘ is of type (oo,oo), i.e., there is a constant C > 0 such 
that

(61) | | T ’ / | | o o  < C | | / | U  ( / 6 L ‘ (R + ) n r ( R + )).
The following result shows that T* is of weak type (l, l) (see [7]).

T h eo rem  10. There is a constant A > 0 such that

(62) |{ x £ R + : (T‘ /)(x ) > i / } |< y
for all f  £ L 1 (R + ) and y > 0.

From this theorem we can deduce the following
C o ro lla ry  4. Suppose that f  6 L 1 (R + ) is dyadically integrable. Then I f  is a.e. 
dyadically differentiable on R + , and

(63) ( / / ) [1) -  /  a.e
We remark that it is easy to see that (63) is true for functions defined in (46) whose 
linear hull is L 1 dense in the set of dyadically integrable functions.
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A b s tra c t .  In their paper [lj P.L.Butzer and H.J. Wagner have introduced 
the concept of dyadic derivative for functions defined on the dyadic field 
R t . Furthermore, Wagner [5] has defined the notion of dyadic integral 
as the inverse of the dyadic derivative and investigated the strong dyadic 
differentiability of dyadic integrals. In this connection see also our previous 
paper [2], In this work we shall be concerned with the almost everywhere dyadic differentiability of dyadic integrals on R + .

1. T H E  DYADIC DERIVATIVE

Let /  : R + —> C be a function defined on R + , and let for every n  6 N

(1) dn f  := ^  2 J'~1 ( /  -  r2- (>+„/)
3 = - n

be the nfh dyadic difference function of / ,  where rh (h G R + ) are the dyadic transla­
tion operators defined by
(2) ( T k f ) ( x ) : = f ( x + h )  (z, h  G R + )
(+ denotes the dyadic addition on R + ).
If for some point x  G R + the limit
(3) lim [dn f)[x)  =: f [1]{x)11—* CO

exists, then we say that /  is d y a d i c a l l y  d i f f e r e n t i a b l e  a t  t h e  p o i n t  x  G R + and /P l ( x )  
is the dyadic derivative ol /  at z G R + . If /  G L 1 (R + ) is an integrable function and 
there exists a function g G IP (R + ) for which
(4) lim \ \ d n f  -  g||i =  0

n —*oo

holds, then /  is said to be s t r o n g l y  d y a d i c a l l y  d i f f e r e n t i a b l e  in Id (R + ), and D f g  
is the strong dyadic derivative of / .

Let n  G N, and define the function Wn by its Walsh-Fourier transform Wn as 
follows:



(5) Wn (y) : = o, y e [ o , 2 - “ )
i /y .  y e  [2 -n ,+ co).

Wagner has proved (see [5]) that there exists an unique function Wn £ L1(R + ) for 
which (5) holds; moreover,

(6) Wtl(x) = lim j  -ipx (y)dy ( x £ R + ),k — °° J y
2 -  T

and the limit can be taken in the L1(R + )-norm or in the pointwise sense. Here and 
in the sequel the symbols ipx (z £ R + ) denote the generalized Walsh functions.

In the following we introduce the inverse operation of the dyadic derivative by 
the following definition (see [5]): if for a function f  £ L 1 (R T ) there exists a function  
g £ L 1 (R + ) such that

(7) lim \\Wn * f - g \ U  =  0,
ri —* co

then g is called the strong dyadic integral of /  and is denoted by I f  (* denotes the 
dyadic convolution).

For this notion of a dyadic integral Wagner proved that the following assertions 
are equivalent for f ,g  £ L 1 (R + ):

(8)

a)

9 = I f ,

g[y) = 0 y =  0
f { y ) / y  y > °-

We remark that .if /  £ V  (R + ), then 7 / is not necessarily defined. For example, if 
f  ■ = ^[o, 1) is the characteristic function of the interval [0,1), then I f  is not defined 
(see [5]). Therefore, in the following we suppose that /  £ L l (R + ) and the dyadic 
integral I f  £ L 1 (R + ) of /  exists. In the paper [2] we proved that in this case for the 
dyadic difference functions of I f  we have

(9) d„ (7 /) =  dnWn * f  (n £ N).

Moreover, for the functions dnWn (n £ N) the following equality is true:

[dnWn)(x) = lim [  - a n {y)ipx {y)dyk -  °° J y0
(n £ N ,x  £ R + ),( 10)



where
n n

( n )  an (y):= 23'~1(1 +
j=-n j - - n

oo
(y =  X I  y /2 - ’ " 1 e  R + , y 3- e  { o , i} ,n  e  N).

3 — ~  co

2. PRELIMINARIES

In the following our aim is to give an estimate for the functions dnWn (n G N ). To 
this end, we define /?„ (y) for y G R _ and n G N  as follows:

o
(12) M V ) :=  E  V i* -* '1-y= - n
It is easy to see that

(13) 2na n(2-"y) = P2n(y) [y G R + , n G N ).
Let us introduce the functions V n [ n  G N) by the following equality:

2 fc

(14) Vn {x) := lim f -/?„ (y)V’* [y)dy [x G R + , n G N ).
fc — co y y

With the functions (n G N) we can express the functions dn Wn (n  G N ) as follows 
(see [2]):

(15) W7,,) ( a : )  =  2-"K 2„ (2 - r,x) (x G R + , n G N).
In the following we give an estimate for the functions Vn (n G N ). For this 

purpose we introduce the functions /„ , gn by
tl n

f„(x)-.=  2 - n X I 2 ^ Z } 2.(x+ 2 - j' - 1),
j — — co t = y

n co
.9„(z):= 5 1  2J 2“' D 2 i ( x + 2 ~ 3 ~  1)

t = nj  = — co



for n G Z and x E IP h, where D2, (i E Z) denotes the 2‘-th Walsh-Dirichlet kernel 
on R + :

(17) D2, ( x )

From the definition of f n and gn

2’ x E  [0 ,2"')
0 i  G [2") +  co).
it is easily follows tha t for every n E h ,

n
(18) I I/ , III < E  ( " — y +  l ) 2 - "  + y = 4 ,

3 -  -  CO

\\9n\U < E 2J”"+1 = 4 ’3 = “ CO
L em m a 1. For  the f u n c t i o n s  Vn (n E N) the following estimate is true:

(19) \V„ | < 10/n + ga + x [0, l)\dnW\ (n G N ),
where the functions dnW [n G N) xuere defined on [0,1) in [3] as follows:

co 2 n — 1 ,

(20) K ^ I W ^ A - W  + E E ^ r H t , f e * + ‘ (x) (xG  [0,1), n G N ) .
1 = 1  k = 0

Proof. First we notice that for / (y), defined in (12), we have (3n (y) =  k for 
y E \i2’1 + /c,t'2n +  k +  1), i ,n  £ N , 0 < k < 2n. Next define 0 <  j n < 2n for each 
J G N  by j  =  j n (mod2" ). With these notations the function Vn can be written in the 
following form:

K  (x) =  E l ' ^ t
3= 1 3

(21)

where

(22)

=  \ ^ 3 rA A x ) A j { x )  +  x [ 0 , 1 ) ( x ) ■ E  3 n  f  ^  =  :
j=i 3=1 J

=  : V y ' ( x ) + X [ 0 , l ) ( x ) - { d n W ) { x ) ,

y+1

j
for j  E P  and z G R + . For eacli j  E P  we have using integration by parts that



3+ 1
A A X) = fJ3

’ p U (, V ( v ) - E i ’ d))<iy =

y+1
■ A (JM{y)~ ^ ! m ) d y +(23) =  / '  7 -3

where

(24)
i11 (x) := J 4>t{t)dt, 0

n
J {el ) [t)dt ( t s N . i G  R + )

are the integral functions of t/y and. j ] 11 (£ £ N ), respectively. It is easy to see that

i ^ V ( i ) i < / 0(x), |j ,(; l, ( e ) i < / 0(x)

for every G R + . Using the mean value theorem for integrals we see that for a 
suitable choice of f e  [ j , j  +  1),

W = (y? - (yTIF1’ 1 / (■'w’W-Jw’WWS^/oW-

Similarly we obtain,
\A){X)\ < yb/0 (^)-

Therefore for every x gR + we have
CO

3= 1 y3 +

+i E j
CO

■ K - f w - U i 'd ) ! + /• ( * )  £y=2’1
Jn
y2 '



Since

ancP

CO

< E 1 <  2 ,

CO CO 2  n  -  1

E E
t =  1 k=0

k
(i2n +  k)2 i =  1

we have for x GR+
2  71 — 1

IK111) I < 10 / 0(2;) + | X !
y= 1 i / , 7  w  _  J 5 ’ (i)i-

It is easy to see that

1
4 £ 2 - ^  (*+* ') ( i G R + ),

2 “ - 1 i i  \ 00
I £  ^ 4 ^ | < £ 2 - *  + 3A ‘ (s ) (x G R + , n £ N ) ,

i = 1  ̂ A- = n
where Z)2j< (/c G N) is the I-periodic extension of E>2t from [0,1) to R + 
Using these facts and the definition of gn we get the estimate

I £  • | j g ’ (l) (1)| < g0{x) (n G N , x G R + ).
i= 1 J

Consequently, we obtain that
IK ) ! E  10/o +  go

and
IK. I < 10/o + ff„ + x [ 0 , l ) K ^ |  (n G N).

Thus, the lemma is proved.
We remark that since

I
(25) j  |rf„H/| =  0(l)

n
(see [3])-, from the lemma we have that

(26) HE, ||t = 0(1)

(n —> 00)

(n —> 00).

(see [3]).



Using this fact it is easy to prove that the dyadic integral function I f  E L 1 (R + ) of 
! 6 L 1 (R t ) (if it exists) is strongly dyadically differentiable and
(27) D {If)  = f
(see [2], [5]).

3. POINTWISE DIFFERENTIABILITY OF THE DYADIC
INTEGRAL

In the following we investigate the pointwise dyadic differentiability of dyadic integral 
functions. For this purpose we introduce the following maximal operator:
(28) T ‘f : =  sup \dnWn * / |  ( /  <E L 1 (R + )).

n€ N

Since from (26) and (15)

(29) !|d„WU||i =  0(1) (n —► oo),
the maxima] operator 7 is of type (oo,oo), i.e., there is a constant C > 0 such that
(30) WT ‘ /IU  < C’H/Hoo ( /  € L 1 (R+ ) n L°° (R+ )).

The following result shows that T * is of weak type (l, l).
T h eo rem . There is a constant A > 0 such that

(31) \ { x E R + : ( T ' f ) ( x ) > y } \ < A ^ -y
for all f  E I f  (R + ) and y > 0.

From this theorem easily follows the following
C oro llary . Suppose that f  E L 1 (R + ) is dyadically integrable. Then the dyadic

integral I f  is a.e. dyadically differentiable on R+ and
(32) (7 /)1' 1 = /  a.e.
In fact, the functions y[0, 2" )?/j, - ( n. E N ,m  E P ) form a closed system in the 
space of dyadically integrable functions in L1 (R+ )-norm and it is easy to check that
for these functions (32) is true (see (2j).

For the proof of the 'I hcorem we need the notion of quasi-locality for operators.
Let us introduce the following notation:

K  (L " ) : = { / €  I f  (R + ) : /(0 ) =  J f  = 0).



The operator T  : L l (R + ) —■> L„ (R + ) is called quasi-local if /  £ L] (R + ) and 
{ x  £ R + : f[x )  yt 0} c  J  imply that T f  is integrable outside I  and

(33) j  |T / |< C f |/H lv
R+ \I

where I  denotes a dyadic interval and C > 0 is a constant independent of /  and I. 
For example, it is easy to see that the operators
(34) ( £ / / ) (x )  (S2i/ ) (x + 2 " J- - 1) [ i , j  £  Z, /  €  L 1(R +) ,x  £  R + )
are quasi-local (here S',, /  = /  * Z),,-, i £ Z, denotes the 2*-th partial integral of 
f  € L 1 (R + )).

In the following, let
Tn : L l (R + ) L l (R + ) (n £ N)

be a sequence of bounded linear operators, and denote by T  the maximal operator 
defined by

T J  i f  sup \Tn f \  ( /  £ L 1 (R + )).
n e  N

For the operator T  we have the following 
L em m a 2. Suppose, that T is quasi-local and of type (oo,oo), he.,

sup IIT/IU A < Too.
II / II CO < 1

Then T  is of weak type (1,1), he., for every f  £ L 1 (R + ) and y > 0 we have

(35) j{ * £ R + : { T f ) ( x ) > y } \ < C ^ ,y
where C > 0 is a constant independent of f  and y.

P ro o f. We use for /  a decomposition of Calderon-Zygmund-type: for every 
y > 0 the function /  can be written in the form

where

and

f  = g + h = g + ^  L ,
ke  n

lh - = x { h ) h  { k e  N ),

M L  < 2y, ii) J hk =  J h = 0,
r + rt



11^Hi = / N ' <  4y|7*| (k 6 N ), 
u

iii) the dyadic intervals Ik (k e  N) are pairwise disjoint and for the set

n U  h  , |n| < M i .yke  n  *

Since the operator T  is quasi-linear, we deduce that

T f < T g  +  T h  , HTfflU < AUfflU < 2 A y .

Using these facts, we have that

|{x € R + : { T f ) ( x )  > (1 +  2A)y}\ < |{x e  R+ : { T h ) { x )  > y}| <

< |fi| + \{x i  n : ( T h ) ( x )  >  y}\ < M i  +  1 [  Th>
y y Jn

where A := R + \  ft is the complement of 0. From the quasi-linearity of T  we get that

T h < J 2  T h k ,
ke N

and the quasi-locality of T  implies

j  T h k < C\\hk \h ( k e  N).

Using these facts, we have that

~ J T h < - )  I T h k <
n fceNn

C
4C'-y ■ - • • y .i7T. 3/ke N k e N

Moreover,
K* e  R + : (T /)(x) > (1 + 2A )y }\ < (1 +  4 C ) M ky

or, equivalently,

£ R t  ^ H 1) > ! /} |<  (1 + 4C )(l +  2 A ) M l  ( / G L 1(R + ),y > 0),



i.e., T  is of weak type (1,1). Thus, thjs-lemma is proved.
P ro o f  of T h eo rem . Since the maximal operator T ' is of type (oo, oo), we have only 
to show that T * is quasi-local. Let us use for n £ Z and any function h defined on 
R + the following notation:

(36) h <n> (x) := 2 - nh(2~n x) ( i £ R + ).

Let f n , gn be defined by (16) and recall that

! | fn j | 1 , | | ? n | | l < 4  (n e  z).
Notice for i , j  £  Z that

2“ n D2i (2~ n x+2~J ~ 1) =  D 2,-n{x+ 2 - h '- " ’- 1) 

for all x £ R + . Consequently,

(37) f , t U> = fm -n  (m, Tl £ Z) .

Moreover, for 2 '- J < l  < 2“, s, t  £ P  we have the following estimate for the Walsh- 
Fejer kernels K , defined on [0, l) (see [3]):

.< — i -  J 3

(38) \K,\ < 2s ^ T (D 2, +  r3- , - . JD2<) < J 2 2*~‘D** +/•■
j=o *=y »=o

For the functions rf,,!!7 (n £ N) defined on [0,1) (see (20)) the following estimate is 
true for n £ N , x £ (0, 1) ([3]):

(39) \dr,W (x)\ < 3 D 2 « ( x ) +

n  — 1 co 2 n
+3 ■ J 2 2' 5 3  2“ ’ ■ Co, (x-i-2~J ~ 1) + 8 - 2 - "  ^  |jr fc(a;)| + 4K 2*(x).

j  =  0 i  =  n f c= 1

From this and (38) we deduce that

x [ 0 ,l ) K  W\ < A (Do „ + Y j r - nD2.) + 8 ( ^ 2 +  /„ ).

Since
D<,n > = D 2,-„  ( s , n  £ Z),

we conclude by (15) and Lemma 1 that



id,,Wn \ = \V<nn>\ < 10/_„ + g - n +
2 n  2  n

+4(D 3. +  x ; 2' - 3u -D 2— ) + 8 ( /»  + Y , 2"~2rif ’-n )  ( n e N ) .
.< = 0 a = 0

Let us introduce the following maximal operators:
E r f  := s u p \D2, * f \ ,  G* f  := sup [& * f \ ,  i 6 Z i e  z

F V : = s u p | / ,  * / |  ( /  £ L1 2 3 4 (R + )).• e z
We have proved that for /  6 L l (R + ),

T ' / <  12E* | / |  + G * |/| +  3 4 E - |/ |.
Thus, the quasi-locality of T* follows from the quasi-locality of E * , G* and F *. This 
is trivial for E * , and we prove the quasi-locality for G* as follows (the proof of quasi­
locality for F ‘ is similar): let /  6 If, (R + ) and I  C R + be a dyadic interval for which 
{x  6 R + : f[x) Q} C I. If |/ |  = 2 m 6 Z, then we define L[I) m. Since for 
x I  and j  > £(/) — 1. x 4 t2-,~ , (f), we have that

(E’J ) ( x )  = (S2, f)[x+ 2~ }~ 1) =  0
if i < £(/), j  C. Z or i C; Z. j  > £(/) — 1. Thus

< ( / ) - !  co\(9„ *f)(x)\< Y, 2; E 2~‘W/)(e)I
j  —  —  C O  t  = £ ( / ) +  1

for n G Z ,x 6 R.+ . Since the right side of this estimate is independent of n., it also 
holds for (G* f)[x ). Us ing this,

-  t (  I )  — 1  CXI

J  G ' I  <11/11, ]T 2J £  2“ ' < || /’lli,
R + 1 7  y =  -  c o  , ■ = £ ( / )  + 1

i.e., the maximal operator G* is quasi-local. Thus, the Theorem is proved.
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A b s tra c t .  Let G be a locally compact Vilenkin group. We present a 
possible approach to a theory of dyadic differentiation on such groups.
As an application we discuss several multiplier theorems for weighted 
Lebesgue and Hardy spaces on G, in which the assumption is a Hormander- type condition for the multiplier. This condition is formulated in terms 
of the dyadic derivative of fractional order.

1. IN T R O D U C T IO N

For functions defined on R  the multiplier theorem of Hormander can be formulated 
most conveniently using the following notation, cf [5]. We say th a t a function m  
belongs to M (s,£ , R ), 1 <  s < oo and l  £ N , if /  £ L°°(R) and if for all integers 
ft with 0 <  (3 <  l  we have

In [2, Theorem 2.5] Hormander proved his celebrated multiplier theorem, here 
stated for functions on R  instead of on R n.

sup R?s~l
j
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Theorem  H. Let 1 < p  < oo. If m E M ( 2 , £ ,  R) for some £ £ N  then there exists 
a C > 0 so that for all /  in the Schwartz space <S(R) we have ||(m /)''||p <  C | | / | |p.

In 1979 Kurtz and Wheeden generalized Theorem H to weighted Lebesgue 
spaces, where the weight function either satisfied a Muckenhoupt A p condition or 
else was a suitable power of |r|. In Theorem 3 of [5] they proved the following 
result, stated here again only for functions on R  instead of on R n.

Theorem  K W . Let 0 < p  < 1 and 1 < s < 2. If m  £ M ( s ,  1,R ) then there 
exists a C >  0 so that for all /  £ <S(R) we have

ll(m/)1Uwa  ̂c|I/IIp,|t|°>
provided — 1 <  a  <  p  — 1 .

Eight years later Muckenhoupt, Wheeden and Young extended the definition 
of the classes M ( s , £ ,  R ) to all positive real values of £ and then proved several 
additional generalizations of Theorems H and KW. Of particular interest here is 
the following result, cf [6, Section 4].

Theorem  M W Y . Let 1 < p < oo, 1 < s < oo and A >  max ( l / c , | ) .  If 
m  £ M ( s ,  A, R ) then there exists a C > 0 so that for all /  £ 5 (R )  we have

ll(m/)1lp.M“  ̂£|I/IIp,M“»
provided max ( - 1 , -pA ) <  a  <  min(p -  l,pA).

In view of the various recent attempts to develop a differentiation theory for 
functions defined on certain topological groups, like the dyadic group, the (com­
pact) Vilenkin groups or their locally compact generalizations, one of the authors 
raised the question in [10] whether an analogue of the above-mentioned theorems 
holds if we define a Hormander condition, m  £ M (s > A), on such groups using the 
new definition of differentiability. A solution to this question was found recently by 
Kitada, who obtained a direct analogue of Theorem MWY for functions defined 
on a locally compact Vilenkin group. Kitada also proved a multiplier theorem 
for Hardy spaces on these groups, again using a Hormander type assumption for 
the multipliers. Subsequently, this result was extended to power-weighted Hardy 
spaces by Onneweer and Quek and, independently, by Kitada. In this paper we 
shall discuss these results.



2. D IF F E R E N T IA T IO N  O N  V IL E N K IN  G R O U P S

Throughout this paper G will denote a locally compact Vilenkin group. Thus, G  is 
a locally compact abelian group containing a strictly decreasing sequence of open 
compact subgroups such that

(i) sup{ order G n/ G n+i : n  E Z} < co,
(ii) U7ocGn =  G  and n ^ G *  =  {0}.

Such groups are the locally compact version of the so-called Vilenkin groups, which 
were first described in 1947 by Vilenkin [14]. Examples of such groups are given in 
[1, §4.1.2], Further examples are the additive group of the field of p-adic numbers 
or, more general, of a local field, see [13].

Let T denote the dual group of G  and for each n  £ Z let
En =  { 7  £ T : 7 (2:) =  1 for all 2: £ G n }.

Then (TUI^o is a strictly increasing sequence of compact open subgroups of T and
(i) * order ( r „ + i / r n) =  order(Gn/G n+1),

(ii) '  r n =  r  and n 7 TC r n =  { 7o},
where ' j o(x)  — 1 for all x  £ G ,  see [1 , §4.1.4], Thus the system T, (T_n)70O is again 
a locally compact Vilenkin group.

We choose Haar measures p on G  and A and T so that p(G0) =  A(T0) =  1 . 
Then p(Gn) =  (A(Tn)) 1 :=  (mn)_1 for every n £ Z. Furthermore, there exists a 
metric d  on G  x G  defined by d ( x , x )  =  0 and d ( x , y )  =  (mn)~1 if x —y  £ G „\G n+1. 
For x  £ G  we set ||x|| =  d ( x , 0 ) .  For every a  £ R  we define the function v a on 
G by v a ( x )  =  ||x ||“; the corresponding measure v a dfi  will also be denoted by d p a . 
The Lebesgue spaces on G with respect to the measures d / i a will be denoted by 
L pa ( G )  or L pa . and for /  £ L p , 0 < p  <  00 and a  £ R , we set

\ \ f  i u = [ j G \ f ( x ) \ pdf i a ( x ) y p .

If Q =  0 we write, as usual, L p and | | / | |p instead of L p0 and | | / | | p,0.
As a further generalization of the usual Lp-spaces we define the Herz spaces 

on G. Both here and elsewhere we shall use the notation for the characteristic 
function of a set A.

D efin ition  (2 . 1 ). Let 0 < p ,  q < 00 and a  £ R. A measurable function /  : G —> 
C belongs to the Herz space I < ( a , p , q - , G )  =  I \ ( a , p , q ) if

\ \ f \ \ K ( a ,P,q) =  (  E  ((m )̂““ il/X G(\G,+1 llP)?)  /? < 00,£=—00 '
with the usual modification if q =  00.



Thus, K ( a / p , p , p )  =  L pa if a  £ R  and 0 <  p  < oo. We can also define a metric 
6 on F x T and in this case we set ||7|| =  5(7 ,70) = rrin if 7 €  r n+i \ F n.

The sym bols' and ’ will denote the Fourier transform and the inverse Fourier 
transform, respectively. We have

( X o J =  \ r n =  (m n)_1Xr „ :=  F n

and, hence,
( X r J  =  ( p ( G n) y \ Gn := A n.

We now briefly describe the spaces of test functions 5(G ) and distributions 
5'(G); for more details, see [13]. A function /  : G  —► C belongs to 5(G ) if there 
exists k , £  £ Z so that supp f  C G k  and /  is constant on the cosets of G e in G.  
A sequence ( / n)^° in 5(G ) converges to /  £ 5(G ) if there exist k , £  £ Z so that 
every / n and /  has its support in G* and is constant on the cosets of G t  in G  and 
if limn_*oo /„ (x ) — f ( x ) uniformly on G.  Next, 5'(G ) is the space of continuous 
linear functionals on <S(G). A sequence in 5'(G) converges to ^ G S ’{ G )  if
for all /  G 5(G ) we have lim ^oo < 4>n , f  >  =  <  <f>, f  >  ■

In 1979 Onneweer gave a definition for a Riesz-type derivative for functions 
defined on G, see Remark 3 in [7]. In a subsequent paper [8] this definition was 
extended, at least for functions on a local field, to derivatives of any order a  >  0. 
The definition given in [8] easily extends to groups like G or T.

D efin ition  (2 .2 ). Let a  > 0 and /  £ Iqoc(G). For 1  £ G and m 6 Z define 
E m ,a f { x )  by

m —1
£m,« / ( * ) =  £  ( K i r - N l ( / - A o / ) ( 4

l=  — c o

(i) If limm_oo Em,af { x ) exists, the limit is called the pointwise derivative of order 
a  of /  at x ,  denoted by / ( “)(x) .
(ii) If f  e  LP(G), 1 <  p <  00, and if E m,a f  exits in TP(G), the limit is
called the strong derivative in L P( G )  of order a  of / ,  denoted by D ° f .  We set 
£>(£") =  { /  e  L p : D ° f  exists}.
R em ark (2 .3 ). Since F, (F_n)“co is also a locally compact Vilenkin group we can 
define similarly pointwise and strong derivatives for functions g  £ L  loc (F). In this 
case we may replace the E mtC, f { x )  in Definition (2.2) by

OO V
E m,a g(7) =  £  -  K ) - “)(ff -  Fj * g)(7).

j=-m+1



The following results are easy to prove, cf [8, Theorem 1].

Proposition (2 .4 ). Let a  > 0. Then
(a) for every 7  6 T and x  £  G ,  7 (“)(a:) exists and l {a\ x ) =
(b) for every k £  Z, ( A k) {a){ x )  exists for every x  £  G  and D ° A k exists for every 
p  with 1 < p  <  00. Moreover,

D°p A k( x )  =  (A*)(a)(*) =  £  (m ,)“ (A t  -  A e- i ) ( x ) .
l=—CO

Since every /  G 5(G ) is a finite linear combination of translates of some func­
tion A k ( k  depending on / ) ,  we have

Corollary (2.5). Let a  > 0. Every /  G 5(G ) is differentiable, both pointwise 
and in L v for every 1 <  p  <  00.

Remark (2.6). It follows immediately from Proposition (2.4) that the derivative 
of a function in 5(G ) does not necessarily belong to 5(G ). Thus, 5(G ) is not a 
suitable class of test functions to define distributional derivatives on G. It would 
be interesting to determine what, if any, choice for the class of test functions would 
lead to an interesting and useful theory of distributional derivatives on G.

We now explain why the derivative as defined in Definition (2.2) is, at least for 
1 5  P A  2, a Riesz-type derivative on G. To do so, we recall the definition of the 
spaces W ( L p, a )  from [8].

D efin ition  (2.7). Let a  >  0 and 1 <  p  <  2. Then
Vff(Lp,Q) =  { /  G L v : there exists a g £  L p such that g ( 7 ) =  11711“/ ( 7 ) for a.e. 7  G 

An argument like the one used to prove Theorem 3 in [8] yields

Theorem (2.8). If a  > 0 and 1 <  p  <  2 then V ( D ° )  =  W ( L p , a ) .

For 2 <  p <  00 no such simple characterization of the elements of "D(Z)p) in 
terms of their Fourier transforms is known. In this case we have a different char­
acterization; a proof for the case where G is the additive group of a local field may 
be found in [9, Theorem 1].



Theorem  (2.9). Let a  > 0 and /  € L P( G )  with 2 <  p  <  oo. Then D ° f  exists if 
and only there exists a. <t> £  L P( G ) so that for all g £  where 1 / p  +  l / p '  =  1 ,
we have

JG f ( x )Dp,9(x )dK x ) = Jg <f>(x)g(x)dfi(x).
Moreover, <j> =  D ° f  in case either of these functions exists; <j> is called the weak 
derivative of /  of order a .

3. H O R M A N D E R -T Y PE  MULTIPLIERS ON G
In this section we give an application of the differentiation theory developed in 
Section 2. Our application consists of two multiplier theorems, one for multipliers 
on power-weighted Lebesgue spaces, Theorem (3.6), the other for power-weighted 
Hardy spaces, Theorem (3.15). In both theorems the multiplier spaces M ( s ,  A) are 
described in terms of strong derivatives of order A in X5(F), at least for 1 < s  <  2. 
We begin by giving the definition, due to Kitada, of the Hormander classes M ( s ,  A) 
on a Vilenkin group G.  Throughout this section, if <j> £ L°°(T) and k £ Z we set 

=  4>Xrk and 4>k =  4>k+ i — 4>k-
Definition (3.1). Let <f> £  L co{ T). For A > 0 and j  £  Z we define D x<jp by 
D X(jP — ( | | i | |A( ^ ) ' ) ‘. We say that $  £  M (s, A), 1 <  s <  oo, if

A) := Halloo +  sup{(m j)A_1/s ||D Â | | s : j  £  Z} < co.
Remark (3.2). If 1 <  s  <  2 then <f> £  M ( s ,  A) provided the functions <fd, the 
restrictions of <f> to r ;+1 \r_,', are strongly differentiable in TS(F) and satisfy the in­
equality B(cj),  s ,  A) <  oo. Clearly, this is the direct analogue on T of the Hormander 
condition m  £  M ( s ,  A ,R) for functions on R as defined in the Introduction.

The following simple result will be used later on, cf [4, Lemma 4.2], see also [6, 
Theorem 2.12 (i)].
Lemma (3.3). Let 1 <  s <  oo, 1 <  t  <  oo and 0 <  cr <  A. If cr — 1 j t  <  A — l / s  
then M (s, A) C M ( t ,  a ) .  Moreover, there exists a C  >  0 so that for all <j> £  M (s, A) 
we have B( <f >, t , a )  <  C B ( < j > , s , \ ) .

Definition (3.4). Let 1 <  p < oo and a £ R. A function <f> £ L <x(T) is a 
multiplier on L va , <f> £  M  (Lp), if there exists a C >  0 so that for all /  £  S ( G )  fl L pa 
we have

\ W Y \ L *  < c \ \ f \ \ p,Q.
In [1 1 ] a proof is given of the following theorem for multipliers on K -



T h e o re m  O Q 1, Let <f> G T °°(r) and 1 <  r < oo. Assume there exist constants 
C, e >  0 so th a t for all k ,n  G Z and for all y G Gi C G„+i,

f /  I(&)> - y ) -  (hr (x)\rd r t x j ) 1,r < C(mn)£+1/r'(mr)-L\JGn\Gn + i J
Then <j> G for 1 <  p < oo and max ( — 1, —p /r ') < a  <  min(p — l ,p /r ') .

An application of Theorem 0Q 1 yields our first H orm ander-type multiplier 
theorem on locally compact Vilenkin groups.

T h e o re m  (3 .5 ). Let 1 <  r <  oo, 1 <  s <  oo, let t = min(2, s , r ')  and let 
A >  1 /t. If <fr G M (s, A) then (j) G M { L pa) for 1 < p  < oo and m ax(—1, — p /r ')  < 
a  <  min(p — l ,p /r ') .
P ro o f . Take any k ,n  G Z; consider the function <f>k and any y G Gt C G„+i. First 
assume k < £ , so th a t G/_ C G*. Since supp </>k C T*, (4>k)' is constant on the 
cosets of Gk and, hence, on the cosets of G{. Therefore, if x G G and y G G( we 
have (<f>k)~(x — y) — (^ jt) '( i) . Consequently,

- % ) : = ( /  I{4>kT(x ~  v) ~  (<f>kY{x)\rd fi(x )\  = 0 .\ J G n\ G n +1 /

If k > £ we set <j>k = <j>t +  f t .  By the preceding argum ent and Minkowski’s 
inequahty we see tha t

fty) < Yj(jr .r \(ftY(x -y)\rM x)) + H ( /  \(ftY{x)\rdKx))j —l  b - 'G n \ G n+ l  J \ j  Gn\ G n+ 1 J

< 2 Ej=* 'Gn\Gn+i
l/r

because if y G G  ̂ C Gn+1 then i  — y G Gn\G n+1 if and only if i  G Gn\G n+i. 
Therefore,

G(y) <

<

<

<

g £ K 0 a
j= t Gn\Gn

\x\|A(<A’) '( :r) dp(x)
i A

j —^ 'v- ^ G n \ G n -|.i /
oo

C E ( ^ n ) A- 1/r+1/‘' | |D Â | | (

1/t'

i=e



Applying Lemma (3.3) and using the assumption that A > 1/t, so that £ £ , K ) 1,- A 
<  C(m^)1̂  A, we obtain

I ( y )  <  C (m n)A- lA+1/r' JB (^ ,5,A )(m ,)1/ t- A
<  C(mn)f+1/r'(m;)"',

with 6 ~  A 1 /t > 0. Therefore, <f> satisfies the assumptions of Theorem OQ1 and, 
hence, its conclusion.

The following result is an improvement of Theorem (3.5); it is the direct ana­
logue on G  of Theorem MWY, stated in the Introduction. Theorem (3.6) is due 
to Kitada, cf [3].

Theorem  (3 .6 ). Let 1 <  s <  oo and A > m a x ( |, l / s ) .  If </> £ M (s, A) then 
<j> € M { L pa) for 1 <  p <  oo and m ax(—1 , — pA) <  a  <  min(p — l,pA).

Proof. If A > 1 then A >  1/r' for all r  G (l,o o ) and Theorem (3.5) implies that 
<f> G M ( L pa) for 1 <  p <  oo and — 1 < a  <  p — 1 and, hence, for m ax(—1 ,— pA) <  
a  <  min(p — l,pA). If A <  1 and m ax(—1 ,— pX) < a  <  min(p — l,pA) we can 
choose an r G ( l ,o o ) so that A > 1/r' and — pX <  —p / r 1 < a  <  p / r '  <  pX. Again, 
Theorem (3.5) implies that <f> G M { L pa).

Remark ( 3 . 7 ) .  In [3] Kitada also proved the analogue on G  of two additional 
multiplier theorems of Muckenhoupt, Wheeden and Young for power-weighted 
Lebesgue spaces, namely an analogue of Theorems (1.2) and (5.1) in [6]. The 
precise statement of Kitada’s results follows; a proof of these theorems will appear 
elsewhere.

Theorem  ( 3 . 8 ) .  Let 1 < p <  oo, 1 <  s <  oo and A > m a x (l/s , | l /p  — | |) .
If <(> G M (s ,  A) and max( —1, — pA, —1 +  p { \  — A)) <  a  <  min(pA, —1 +  p ( | +  
A) , —1 +  p(A +  1 — 1 /s ) ) ,  a / p - 1 ,  then there exists a C  >  0 so that for all 
/  G S 0 ( G )  : =  { /  G S ( G )  : / ( 70) =  0} we have

m m \ P,Q < c \ \ f \ \ Pia.
Theorem  ( 3 . 9 ) .  Let 1 < p < 00, 2 < 5 <  00 and 1 > A > m a x (l/s , | l /p  — | |) .
If 4> G M (s, A) and m ax(—pA, —1 +  p ( \  -  A)) <  a  <  min(pA, — 1 +  p(A +  |) )  then 
there exists a C  >  0 so that for all / .  6 S ( G )  we have



Before presenting our second multiplier theorem, which deals with power- 
weighted Hardy spaces on G ,  we first state the relevant definitions as given in 
[4] or [12].

D efin ition  (3 .1 0 ). Let 0 <  p <  1 and a  >  —1 . A function a : G  — > C is 
called a (p, oo)Q atom if there exists a set 7 =  xq +  G n so that (i) supp a C 7, (ii)
I M L  < (^c,(7))_1/p, (iii) JG a ( x ) d f i ( x )  =  0.

D efin ition  (3 .11 ). Let 0 < p <  1 and a  > —1 . A distribution /  6 S ' { G )  belongs 
to the weighted (atomic) Hardy space 77p if there exists a sequence (A,')̂ 0 in i p and 
a sequence (a,-)“  of (p, oo)Q atoms so that

OO

/  =  £  A.a, inS '(G ).
«=i

We set
/ c o  \  i / p  

11/11*5 =  inf ( X > I P)  >
with the infimum taken over all such representations of / .

Both in [4] and in [12] a proof is given of the following theorem.

T heorem  (3 .12 ). Let 0 <  p <  1 and a  >  —1 . An /  G S \ G )  belongs to H p 
if and only if the function /* ( i )  := supt [/ * At(a:)| belongs to L va . Moreover,
\ \ f \ \ Hi  ~  ll/* ||PtQ- >
D efin ition  (3 .13 ). Let 0 < p <  1 and — 1 < a  <  0. A function 4> G 7'°°(r) is a 
multiplier on 77p, <f> G M ( H P),  if there exists a C  >  0 so that for all /  G 77p fi L 2
we have

I M I Y W h * <  C \ \ f \ \ H?a .

In [12, Corollary (4.14)] the following multiplier theorem for power-weighted
Hardy spaces was proved.

T heorem  OQ2. Let 0 <  p < 1 and 1 < s  <  00. If <f> G L°°{T) and if for some
t  > 0,

sup(m i)1/p- 1+ '||(9!)i )-||x(1/p_1/;i+£iiii0o) <  00, 

then <j) G M ( H P) for - 1  +  p / s  <  a  <  0.



As an application of Theorem 0Q 2 we obtain the following Hormander-type 
multiplier theorem for power-weighted Hardy spaces on G.

T h e o re m  (3 .1 4 ). Let 0 <  p  <  1 and 1 <  s <  oo. If <f> £ M (s, A) for some 
A > 1/p — 1/ max(2, s') then (f> £ M ( H £) for —1 +  p /  max(2, s') <  a  <  0.

P ro o f , (i) Assume 1 <  s <  2. Then A > 1 / p  — 
that A =  1 / p  — 1 / s'  +  e. Moreover,

SUp(TOj)1/r> —*"*"£ 11 (</d )" 11 A'(l/p—l/s' + e,s',oo) <i

<
<

1 / s ' and there exists an e >  0 so

sup(r7lj)*s’̂ 5| K^7")~| |a'(A,s',s') j
sup(mi )A_1/s|| | |z | |A(</d)''||j( 

i
sup(mj) x_1/s||(1AA(̂ ;,) ' ||j' j
C'sup(m i )A_1/s||D A<^||ji
C B ( t f >, s, A) <  co,

because </> £ M (s, A). Thus Theorem OQ2 imphes that <j> £ M ( H £)  for —1 -fp /s' < 
’ a  <  0.

(ii) If 2 < s <  oo then, according to Lemma (3.3), if <f> £ M (s, A) then 4> £ M ( 2, A), 
provided A > 0. Thus if A > 1 /p  -  1/2 then it follows immediately from part (i) 
that </ £ M ( H va ) for - 1  +  p / 2  <  a  <  0. This completes the proof of the theorem.

In [4, Theorem 4.5] the following somewhat stronger result was obtained. As 
far as the authors know, no comparable result for power-weighted Hardy spaces 
on R n is known.

T h e o re m  (3 .15 ). Let 0 < p  < 1 and 1 < s <  oo. If <f> £ M (s, A) for some 
\  >  1 / p  -  1 /  max(2, s') then </> £ M ( H £) for max( —1, —Ap) < a  <  0.

P ro o f , (i) Assume 1 <  s <  2. If Ap > 1 and - 1  < a  <  0 we can choose t such 
that 1 < t  <  s  and —1 -f p / t !  < a .  Since, according to Lemma (3.3), <f> £ M (t, A), 
it follows immediately from Theorem (3.14) that <j> £ M ( H £). If 1 — p / s '  <  Ap <  1 
and —Ap < a  <  0 we can choose t so that 1 < t <  s and —Ap < —1 + p / t '  <  ct and 
it follows again from Theorem (3.14) that <j> £ A4 ( H%) .  (ii) Assume 2 <  s <  oo. 
Since (j> £ M ( s ,  A) implies that <f> £ M ( 2, A) we may conclude from part (i) that 
<f> £ M ( H % )  for max( —1, -A p) <  a  <  0. This concludes the proof of the theorem.



R E F E R E N C E S
1. R. E. Edwards and G. I. Gaudry, Littlewood-Paley and Multiplier Theory, 

Springer Ver!ag, Berlin, 1977.
2. L. Hormander, Estimates for translation invariant operators in L p spaces,

Acta Math. 104 (I960), 93- 140.
3. T. Kitada, On weighted Lp multipliers on certain groups, Real Analysis 

Seminar, Hirosaki University (1988), 102-109 (in Japanese).
4. T. Kitada, Weighted H p multipliers on locally compact Vilenkin groups 

(preprint).
5. D. S. Kurtz and R. L. Wheeden, Results on weighted norm inequalities for 

multipliers, Trans. Amer. Math. Soc. 255 (1979), 343-362.
6 . B. Muckenhoupt, R. L. Wheeden and W.-S. Young, Sufficiency conditions 

for L p multipliers with power weights, Trans. Amer. Math. Soc. 300 (1987), 
433-461.

7. C. W. Onneweer, On the definition of dyadic differentiation, Applic. Anal.
9 (1979), 267-278.

8 . C. W. Onneweer, Fractional derivatives and Lipschitz spaces on loca.1 fields, 
Trans. Amer. Math. Soc. 258 (1980), 155-165.

9. C. W. Onneweer, Saturation results for operators defining fractional deriva­
tives on local fields, Coll. Math. Soc. J. Bolyai 35 (1980), 923-931.

10. C. W. Onneweer, Multipliers on weighted Lp-spaces over certain totally dis­
connected groups, Trans. Amer. Math. Soc. 288 (1985), 347-357.

11. C. W. Onneweer and T. S. Quek, Multipliers on weighted Lp-spaces over 
locally compact Vilenkin groups, Proc. Amer. Math. Soc. 105 (1989), 622- 631,

12. C. W. Onneweer and T. S. Quek, Multipliers on weighted Hardy spaces over 
locally compact Vilenkin groups (preprint).

13. M. H. Taibleson, Fourier Analysis on Local Fields, Mathematical Notes 15, 
Princeton University Press, 1975.

14. N. Ya. Vilenkin, On a class of complete orthonormal systems, Izv. Akad. Nauk 
SSSR, Ser. Mat. 11 (1947), 363-400. Or, Amer. Math. Soc. Transl. (2) 28 
(1963), 1-35.





First International Workshop on 
Gibbs Derivatives 
September 26-28,1989 
Kupari-Dubrovnik, Yugoslavia

DYADIC DIFFERENTIABILITY CONDITIONS FOR 
DYADIC STATIONARY PROCESSES

YASUSHI ENDOWFaculty of Science and Engineering , Chuo University 1-13-27 Kasuga Bunkyou-ku Tokyo 112 Japan

A bstract A mean dyadic differentiability condition for harmonizable dyadic sta­tionary processes is given in terms of its spectral distribution function, and their derivatives are shown to be the same type of the processes. It is also shown that linear dyadic processes, a special class of the harmonizable dyadic station­ary processes, are mean dyadic differentiable if and only if their kernels in the representation are strong dyadic differentiable.

INTRODUCTION

The notion of the dyadic (logical or Walsh) differentiation was initiated by Gibbs and Millard1. 
One of the remarkable things of the differentiation is that the Walsh functions are eigen­
functions of the dyadic differential operator , i.e., for every x £ R+,

Dtipx(t) = xipx(t), t E R+ (1)

where Dt is the dyadic differential operator, ipx(t) is the Walsh function, and Rt = [0,co). A 
function /(t) defined on R+ is called dyadic differentiable at t E R+ , if the limit

n
lim V  2*-2( / ( f ) - / ( t ® 2 - i )) (2)n—+00 / 'k=—N

exists, where © is the dyadic addition and N — N(t) is the integer such that 0 < t — 2N < 2N . 
The limit is called the dyadic derivative of /(f) and typified by Dtf ( t ) or If f{i) is
dyadic differentiable at every t £ R+ then it is simply called dyadic differentiable. If / t1J(<)



is also dyadic differentiable then its derivative is called the second dyadic derivative and is 
denoted by or D2f(t). The higher order derivatives are similarly defined.

A function /(£) on R+ is called dyadic (or W-) continuous at t  £ R+ if it satisfies that

f ( t ® h )  -►  /(£), (3)

as h —* 0+. if /(£) is dyadic continuous at every t £ R+ then it is simply called dyadic 
continuous. A continuous function is obviously dyadic continuous. The Walsh functions 
are dyadic continuous, since at every (dyadic rational) discontinuity point x, x © h > x for 
sufficiently small h £ R+, and the Walsh functi .ns are continuous on the right. We remark 
that a differentiable function is, as is well-known, continuous in the ordinary case, but there 
exists no such a simple relation in the dyadic case. Let us define a function /(£) such that

f(t)  — i t £ D+,
= 0 t£ D + , (4)

where D+ is a set of dyadic rational contained in R+. Then it is easy to see that this function 
is dyadic differentiable but not dyadic continuous (this was pointed out by W. R. Wade at 
IWGD’89). The converse statement is neither ture. The function /(£) — at + b (a /  0) is 
clearly dyadic continuous, but not dyadic differentiable at any t £ R+.

In other convergence sense of the limit in (2) the strong differentiability was discussed 
by Butzer and Wagner2. For /(£) £ Lr{R+) if there exists a function denoted by /IrW  sucl1 
that

/  2*-2[ / ( t ) - / ( t ©  2 -* )] - /£ (< )  dt -  0, (5)
J o  k = - N

as n —> co, then /( i)  is said to be strong dyadic differentiable, and /j^(f) is called the strong 
dyadic derivative of f(t). It can be shown that if both /^^(t) and f^}(t) exist then they are 
equal almost everywhere, i.e.,

/If]W = «*•«•<• (6)

SECOND ORD ER PROCESSES

A stochastic process {X (t),t £ ft+} with finite seond moment is usually called a second 
order process. For a second order process {A(t),t £ R+} it. is called mean dyadic (or W-) 
continuous at £ £ R+ if it is satisfied that



E \x ( t® h ) - X ( t ) \2 — o, te R + .  (7)
as h -s- 0+. If it is mean dyadic continuous at every t 6 R+, then it is simply called mean 
dyadic continuous. It is clear that mean continuous processes are mean dyadic continuous.

Now we introduce a concept of dyadic derivatives to stochastic processes. For a second 
order process £ i?+} if

e \ Y  2k~2[X(t) — X {t®  2-l’)]|2 -  0, i£ R + ,  (8)
k =  m

as m, n —* co, then it is called mean dyadic differentiable at t £ R+. By the completeness 
of the Hilbert space with the inner product defined by (X ,Y ) = E X Y , if it is mean dyadic 
differentiable there exists a random variable with second moment denoted by such
that

E I 2fc- 2[X(t) - X ( t 0  2 -fc)]:»jy[11(t) — 0, (9)
k = -N

as n —̂ co. If a process is mean dyadic differentiable at every t £ R+, then it is simply called 
mean dyadic differentiable, and the set of random variables £ R+} is a second order
process and is called the mean dyadic derivative of the process. The higher order derivatives 
are analogously defined.

DYADIC STATIONARY PROCESSES

A second order process {X (t),t £ 1?+} is called a dyadic stationary (DS) process if it has a 
constant mean and satisfies that for every s,t £ R+,

E X (s)X (t) = EX(s  ® r)X{t © r), a.a.r. (10)
We remark that the equality in (10) is required to hold for not all but almost all r. We 
assume throughout without loss of generality that EX(t) — 0, t £ R+. A DS process is 
called W-harmonizable if it is represented by the stochastic integral,

noo
X{t) = / ips(v)d£(v), (11)

(in quadratic mean) in terms of the Walsh function tpt(v) and an orthognal random measure 
£(•). Its covariance function R(s,t) = EX(s)X(t) is also expressed by



oo
'P>{v)ipt(v)dF(v) (12)

where F(-) is the spectral distribution function with

dF(-) = E\da-)\2- (13)
For a W-harmonizability condition of DS processes the reader is refered to Endow3,4. We
note that any W-harmonizable DS process is necessarily mean dyadic continuous. Acutually, 
since the Walsh function is dyadic continuous, it is easy to see that

in which the right side converges to zero as h —► 0+, where Iv is a constant.
The following condition on mean dyadic differentiability of the process was given by 

Endow5.

Theorem  1. A W-harmonizable DS process 6 -R+} is r-th mean dyadic differen­
tiable, if and only if its spectral distribution function satisfies that

It follows from Theorem 1 that the r-th mean dyadic derivative { J\^ (t) ,f  € R+} is also 
a W-harmonizable DS process and its covariance function takes the form

E \X ( t® h ) - X ( t ) \2 < K

(14)

The r-th mean dyadic derivative of the process is given by
(15)

l

CO
R[r](s,t) = E X ^ (s )X ^ ( t) v2r ips (■ !>) xbt (v) dF(v). (16)

Corollary 2. If (Id) holds, then

where p and q are non-negative integers such that p+ q < 2r.



Proof: Since the integral

exists, it is easy to see that
vijj,(v)ipt(v)dF(v)

2k- 2[R(s,t) -  R (s® 2~k,t)} -
k = - N

vips(v)'ipi(v)dF(v)

< \ J 2  2* 2(! -  V’2- ‘ (t')) -  v\dF(v),
J o  k = - N

in which the integrand converges monotonously to zero, as  n  —* c o . Hence we have shown
(17) for p+ q = 1, and inductively we may have the conclusion.

The concept of the mean dyadic derivative of the DS processes is significant for both 
theory and applications. Among others Engels and Splettstossor6 applied it to signal processes 
and gave an estimate of aliasing error resulting from the sampling of not necessarily squence- 
limited random signals.

LINEAR DYADIC PROCESS

Let t? be an orthogonal random measure on B(R+) with E tj(A) = 0 and

E ^A Y iiB ) = <r2 [  dx, (18)J AnB
where API B is the intersection of A and B in B(R+), which is the (7-field of all Borel subsets 
of R+. For $(t) £ L2(R+), define a stochastic process by the stochastic integral,

r oo
X ( t )  =  / § ( t  (B s)drj(s), t £ R + ,  (19)Jo

in quadratic mean. The process {X (t),t £ R+} thus defined is called a linear dyadic (LD) 
process.

Now we define the Walsh transform in L2-sense of an indicator function X a ( x )  of a 
bounded set A £ B(R+)\

JA = l.i.m. [  XA(x)Tpt(x)dx = [  il>t(x)dx. (20)
T — c o  j 0  J A

With using JA{t), we define a random measure £(•) by the integral,



C(A) = /  Jo
oo

JA(t)dT](t), (21)

which satisfies
EC(A)C(B) = a2 [  JA(t)JB(t)dt Jo

pOO

= <T2 Xa (x)xb bII3̂s (22)Jo J AC\B
Since for every function /  £ L 2(R+) it can be shown that

pOO
/  E(t)drj(t) :

poo
-  /  f(x)d((x), (23)Jo Jo

where
rTF(t) = l.i.m.

T —*-co
/  f(x)ipt (x)dx, Jo (24)

we will have that

X (t)
pOO

= / $(t ® s)dr](
poo

s ) =  ipt(x)<f>(x)d((x). (25)Jo Jo
Put

II ^ <P(x)dC(x),
then E((A) — 0 and

EC(A)aB) = a2 [ \<f>(x)\2dx, A ,B £ B ( R +). (26)J AnB
Hence, rewriting (25) as

m  =  /Jo ipt (x)dZ(x), (27)
we have shown the following4.

Lemma 3. Let {X (t) ,t £ i7+) be an LD process expressed by (19). Then it is a IV- 
harmonizable DS process expressed by (27) with the spectral density (26).
The convese statemant was also shown by Endow4.

Lemma 4. A W-harmonizable DS process with spectral density is also an LD process.
These results in discrete parameter case were given by Nagai'. Application of Theorem 

1 to an LD process represented by (27) gives the following result.



Theorem  5. For an LD process, it is r-th mean dyadic differentiable if and only if vr<j>(v) £ 
L2(R+), r=  1,2,3,....

Now suppose that $(f) € F2(fZ+) is strong dyadic differentiable and its derivative is 
denoted by $$(*). Since $ $ (t)  £ L2{R+) the stochastic integral

@ s)dr]{s)

exists in quadratic mean. So
n rco

E\ J 2  2 k ~ 2 [ X ( t ) -  X ( t ® 2 ~ k )] -  / $ l$(t®s)dT](s)
k = - N

= cr2 /  I 2i-2 [$(f © s) -  ® s © 2~i )] -  $ ^ ( f© s ) | ds, (28)
k  =  - N

in which the right side converges to zero as n tends to infinity. Conversely, if the process 
{X (t),t £ R+} is mean dyadic differentiable then the left side in the following equation 
converges to zero as m and n tend to infinity;

1 n I2E \ 2k~2[X(t) -  X (t © 2~t )]|
k  — m

fCO \ n r,= cr2 V  2k~2[<L(s) -  $(s®  2~k)]^ds. 
Jo i=m

(29)

Since L2(R+) is complete, there exists a function 'f'(t) £ L2(Ry) such that
poo . n ,2/  ]T  2fc- 2[<̂ (s) -  <L(s®2~k)] -  $ (s)\ ds•J 0 1 a r 0,

k  =  ~ N

as n —+ 00. This shows the strong differentiability of $(t). Hence we have the following.

Theorem  6. For an LD process {X (t),t £ Ry} represented by (19), it is mean dyadic 
differentiable if and only if $(f) is strong dyadic differentiable. The mean dyadic derivative 
is given by r oo

X [1\ t )  = / <$M](f ® s)drj(s).Jo



The dyadic derivative {XM(t),t 6 R+} is also an LD process with E X ^ \t)  = 0, t 6 R+ and 
its covariance function is given by

% ] ( M ) *& (- ® ® u)du. (31)

Corollary 7. If  $(i) 6 R+ in (19) is strong dyadic differentiable, then D,D(R (s,t) exists 
and

Proof: Since 

it is easy that

DsDtR(s, t) -  R[i](s,t).

___  r°°R(s, t) = E X (s)X(t) = <t2 / <L(s® u)$(t®u)du,Jo
n rco

Y  2k~2[R(s,t) -  R is e  2~k,i)] -  (72 / $ $ (s  © u)$(t © u)dtJo

(32)

k  =  — N

r c o  n  .2 -i 1/2 r /*°°< [ /  | 2*-'_2[$(s ® u) -  $ (s® u ®  2- *)) -  $ $ (s® u ) | duj [y |^(u)|2du
k  =  - N  °

in which the right side tends to zero as n —► oo. Thus we have
rO O

D ,R (s,t) = /  $ $ (s©  u)$(t ® u)du,Jo

1/2

and similarly /-CO
DsDtR(s,t) = /  $$ («©  u)<J>̂ ](t®u)du.do

This completes the proof.
We remark that successive applications of Theorem 6 give us the higher order case; an 

LD process is r-th strong mean dyadic differentiable if and only if $(<) is r-th strong dyadic 
differentible. The r-th mean dyadic derivative {Xtr^(/),t € R+} is also an LD process and is
given by

X [r](Z) = /  <E>jtf(t ® s)dp(s), (33)Jo
and its covariance function is also given by

r  COR[r](s,t) = (72 /  $ M(s ® u)$M(< ® u)du. (34)Jo
lienee, on account of Theorem 5, we have a following byproduct.
Corollary 8. A function (/) £ L2(R+) is r-th strong dyadic differentiable if and only if
vr</>(v) e L 2(R+), where is the Walsh transform of $(t) in L2-sense.



C h a r a c t e r is t ic  f u n c t io n  o f  L D  p ro c e s s

In this section we suppose that {X (t),t £ i?+} is an LD process with the representation (19). 
We also suppose that the random measure tj(-) has independent increments. It then has no 
singular points because of (18). In this case it is shown8 that its characteristic function is 
expressed by

E{iur/(A)} = exp^J J  [exp{iux} — iux — V\{1/x2)G{dx x ds) j-, 

where the Borel measure G is uniquely determined by the relation

-(d2/ du2)lnE[exp{iurj(A)}] = exp{iux}G(dx x ds),
J A  J — co

which reduces to
'dx = G(dx x ds).

(35)

(36)

(37
Since an LD process with its random measure having independent increments is so-called 
a linear process8, the characteristic function of the process and its derivative is expressed 
explicitely in terms of the Borel measure G as

Eexp{i( u -X  + v -X [1l)}
, r co pco

= expl / / [exp{ix(u ■ $(s) + v • $ ^ (s)}  — ia;(u • 3>(s) + v ■ $ ^ (s ))  — 1] ̂Jo J-oo
x ( l /x 2)G(dx x ds) j-, (38)

provided that $(f) £ L2(i?+) is strong dyadic differentiable, where
m  n  m

u - x  = y ' ]ukX(tk) i v• x[i] = y ^ v k X ^ ( T k), u • $(s) = ' y ]u is$ ( t k ©*)»
k=i k=l k = 1

and
V  ■ $ ^ ] ( s )  =  Vki ’m W *  ©  s)-

Jt = l
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A b s tra c t
In this paper, we review the application of Gibbs derivatives in the com­

putation of statistical m oments. On the one hand, the Gibbs derivatives are 
applied directly to the Walsh characteristic function to obtain the desired 
natural m oments of the corresponding probability density function (P D F ). 
The indicated characteristic function is defined as the statistical expectation  
value of the associated PD F. Although, consideration is primarily given of a 
single-variate PD F, the technique can be easily extended to accom odate the 
multivariate case .

In this connection, we also exploit the use of Walsh series expansions for 
the representation of a certain class of PD Fs. Consequently, we can invoke 
the Gibbs derivative to attain useful expressions for the com putations of the 
moments in terms of the resulting Walsh expansion coefficients.

The indicated techniques are further utilized in the com putations of out­
put moments of certain classes of instantatneous nonlinear transformations 
.In particular, direct utilization is made of the Walsh series expansions of 
probability distributions available at the input of such transformations.



1 G en era lized  W alsh  F u n ctio n s
One convenient m ethod of defining a set of generalized Walsh functions is 
via the set of Rademacher functions [1]:

<p(n,  x )  =  </?(0, 2 n x ) ,  71 =  1 ,2 ,3 , . . .  
where the zeroth-order Rademacher function is defined by

' + 1 , 0 <  x  <  1/2
- 1 ,  1 / 2 < x < 1

The resulting set of Walsh functions is subsequently defined by

$(0,®) = 1, ■ 0 < x < 1

(1)

(2)

(3)

and
> t(n1x) = n£0 M i  +  1 , * ) ] - ,  (4)

where the integer n is assumed to have the dyadic (binary) representation
N

(5)n =  F F ‘71;, 7l;ff{0,l}.
t= 0

The generalized Walsh functions are, in turn, defined by [2]

$(<r, x )  =  a:)'Ir([a:], u); 0 <  a ,  x  <  oo, (6)
where [a]  and [x] designate the largest integers in the real sequency and 

spatial variables, <j  and x ,  respectively.
2 M o m en ts  an d  W alsh  C h a ra cter istic  F u n c­

tio n s
In this section, it is intended to define a Walsh characteristic function (W CF) 
and subsequently apply a Gibbs derivative to com pute the corresponding 
statistical m oments.

For a random variable X, with a probability density function (P D F ), f(x), 
the W CF is defined as the statistical expectation of the Walsh transform  
kernel fR(cr, x). Hence [4]:

W  =  £ . [ * ( * ,* ) ]
r oo

=  f ( x ) ' & ( a , x ) d x .  .(7 )



This characteristic function possesses the properties usually enjoyed by 
such a function; i.e.

i )  S x { 0) =  1
i i )  | S x ( a )  |<  1. (8)

The relation connecting moments and a W CF is estabished through a 
dyadic derivative, commonly called a Gibbs derivative [3], and is defined, for 
a function g { x ) ,  by

d x ' 9 { x )  =  I ]  2l 2 [ g ( x )  -  g ( x  ® 2  1} (9)

The dyadic operator © indicates a modulo -2 sum operation, without-carry. 
Applying the Gibbs derivative to a generalized Walsh function yields

d a ^ ( a ,  x ) =  x ^ ! ( a ,  x ) . ( 10)
Generalization of result (10) to higher-orders is rather staightforward. In 

particular, we obtain
d r © ^ ( a ,  x )  -  z r'f ( a ,  x ) ,  (11)

Thus, applying the Gibbs derivative to (7) renders 
d r r00© S x ( a )  =  J  x r f { x ) ' i ( a ,  x ) d x .  (12)

Hence

d r r°°
~j—  © S x ( a )  \a=0  =  x r f ( x ) d x

~  "»r, (13)
yielding a moment of order r.

Explicit formulation for m  1 and m j, for instance, are obtained using (9). 
This yields

m j =
00 1

E  2’ j [ S .( 0 ) S . ( 2 - ‘)]
and i=  — oo

(14)



E E 2,+i L16 5 ,(0 )  -  5,(2*)
J — — oo i =  — oo

-  S ,(2 -> ) +  S, (15)
The m ultivariate case of a joint PD F can be handled in a similar fashion 

by exploiting partial Gibbs differentiation. For exam ple, a bivariate PD F  
has the corresponding two-dim ensional WCF:

5,y(rr, oc) r c o  6 CO

1-0 Jo
(16)f x r ( x ,  t/)W(<r, a;)^(cc, y ) d x d y .

Hence, the two-dim ensional r-th m om ents are evaluated by
d T d n

d  a r d  ocn
An interesting result in this connection concerns Walsh transforms of 

dyadic derivatives of functions. The result is given by
d T

PO O  POO

S x y {cr, oc) |<T=oc=0= /  /  x r y n f x V( x , y ) d x d y .  (17)JO JO

F r { a )  =  W [ d x r / (* ) ]  =  ^r5 (^ ) ,  r  =  1 ,2 ,3 , . . (18)
For illustration, we derive result (18) for the case r = l .  For higher values 

of r, derivations proceed similarly.
Thus we consider

POO r [

Fi ( < r )  =  J o © f ( x ) ] ^ { < r , x ) d x . (19)
A pplying the definition of a Gibbs derivative as dictated by (9), then (19) 

becomes

Fi(<x) V  2 n ~ 2 [ f ( x ) - f ( x ( B 2 - n ) } \ * ( a , x ) d , ( 20)

Interchanging sum m ation and integration in (20), and using the dyadic 
shift property of the Walsh transform; i.e

If W [ f ( x ) ]  =  F { a )
then W [ f ( x ( B  oc)] =  F ( a ) ^ ( a ,  oc),

we obtain



F 1{ a ) =  E  2 - 2 [ F ( * ) - y ( a , 2 - " ) F ( c T ) } .  (21)
7 1 =  — OO

For a real variable cr, the associated dyadic expansion is, m general, given
by

OO

<T =  Y , 2~n<Tn, crne{0, 1}. (22)
7 1 =  —  OO

Furthermore, we have an established relation between the expansion co­
efficients <rn and Walsh functions, specified by

^ l-n  =  ^ [ l - * ( f f i 2 - " ) j .

Hence, employing these latter results in (22) yields

Fi N  = E 2~n<rn[l — vf (cr, 2~n)]F(cr)n= — oo
=  <rF(cr ) .  (23)

;i P D F  W alsh  S eries E x p a n sio n
In order to exploit a Walsh series expansion [5], we assume a PD F f ( x ) .  In 
this respect, we formulate the expansion,

OO

f ( x ) = E an^{n, x/xo) (24)
71 = 0

where the Walsh expansion coefficients are evaluated by

an =  — [  f ( x ) t y ( n ,x ) d x ] n  =  1 ,2 ,3 , . . .  (25)
X q J o

For convenience, we will, however, assume that x 0 =  1. In this case, 
comparison of (25) with (7) yields

Furthermore, (25) gives
un S x ( n ) . (26)



It is possible to invoke the Gibbs derivative in application to (24) upon 
com pletion of the Walsh transform of the same. The W CF in this case is 
given by

Hence

S x { o - )  =  J 2 a n [  ^ (n , x)$(cr, x)da
TL—0

(28)

m T dT 00-j— © S x(<r) =
C*'cT n=0

x r ' & ( n ,  x ) d x . (29)

Obviously, we could alternatively arrive at (29) by com puting moments 
directly from the PD F. In any case, it becomes of im m ediate interest, in 
connection with (29) to consider the integral:

Jn(r) =  [  x r ’$ > ( n , x ) d 2 
Jo

(30)
One m ethod of evaluating (30) is due to Slook [6], and renders the fol­

lowing difference evaluation type of a recursive relationship:

/ 2p+i(r )  =  - I 2p( r )  +  2"Wp(r); p =  0 ,1 ,2 , . . .  (31)
This latter relation can be em ployed for com puting the even-indexed I- 

integrals from the odd-indexed ones, and vice-versa. Essentially, it cuts the 
com putation efforts to half.
A p p lica tio n s To N on lin ea r  T ransform ations

It is both of interest and significance to extend the previous techniques 
in application to certain classes of nonlinear transformations. We assume an 
instantaneous nonlinear transformation:

y  =  g {x)  : 0 <  x < 1,
and a corresponding Walsh series expansion

OO

g (x )  =  a n4f(n, x), 0 <  x < 1, (32)
n=0

where the Walsh expansion coefficients are evaluated by

an = [  g {x ) 'H (n ,x )d x .Jo



For a positive integer r, moments m r of the indicated nonlinear transfor­
mations are subsequently given by

m r =  [  [ g ( x ) ] r f ( x ) d x .  (33)J 0
We now further assume that the input PD F f x { x )  has a Walsh series 

expansion specified by
OO

f x { x )  — ^ 2  A n ^ ( n , x ) ,  0 <  x  <  1 (34)n—0
Thus, using (33) and (34) in (32) yields

OO OO

rn'r ~~ > • • ■ • (35)
" 1 = 0  " r = 0

The operation © designates m odulo-two (no-carry) sum m ation
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A b str a c t

T his paper discusses the norm -convergence of a class of p -a d ic  W alsh-convolution  opera to rs. The 

class is th a t of operators w ith positive p a ram ete r r  w ith  kernels th a t can be represented  as the 

W alsh -F ourier transform  of a quasi-convex function  g ( x / r )  vanish ing a t infinity. T he paper proves 

th a t  such kernels are approxim ate iden tity  kernels and th a t  the ra te  of convergence of th e  associated 

o p e ra to r depends only on the behaviour of g  and its first two derivatives a t  the origin. T he paper 

gives an explicit and com prehensive expression es tim ating  the  ra te  of convergence.



1. In tro d u ctio n

A lthough  th e re  has been as m uch in te rest in  discussing Fourier in teg ra l opera to rs  on th e  linear group 

R as on the  circle group T there has been relatively  little  discussion of W alsh -F ourier opera to rs  on 

R+ com pared w ith  the  discussion of those on [0,1).

In  th is  p ap e r we discuss th e  question of th e  convergence and th e  ra te  of convergence in  the 

g -n o rm  of a  class of W alsh -F ourier in teg ra l opera to rs  on i ?(R+)(l ^  q ^  co). W e discuss W alsh - 

Fourier convolution opera tors T  of th e  class defined by

t
T f  =  f *  (1)

J o  P

w here p is a  quasi-convex function  (see [1]) w ith  p(0) =  1 an d  77(0 0 ) =  0, i bx  is th e  p -ad ic  W alsh 

function  w ith  index x  and * denotes p~adic W alsh convolution.

Following Fourier analysis nom encla tu re  (see [1]) we d istinguish  a  few special o pera to rs  of this 

class as

W -F ejer if p(<) =  <f 1 — f (0 ^  f s: l )  
[ o  ( 1 ^ 0

W -C auchy-P oisson if 7 7(f) =  e 1

0 /A

W -G auss-W eierstrass if 7 7(f) =  e l

0 /A

If 1 -  3 6 /2  +  3f3/4  (0 sS t s: 1)
W -Jackso n if v ( t )  =  { ( 2  -  f)3/ 4 ( 1  <  2 )

1 V/0

w here “IF ” denotes “W alsh ty p e” .

In Fourier analysis an im p o rtan t and easy way for some in tegral o pera to rs  of proving th a t they 

are convergent is to  prove th a t  the ir kernels are approx im ate  iden tity  kernels (see [1]) b u t in W alsh
f°°analysis it is not as easy. In section 2 of th is  paper we prove th a t  I T)(t/ i n  (1) is an

Jo
ap pro x im ate  id en tity  kernel in Z , (R +) (1 ^  g Si co), so solving the  problem  of the  convergence of



(1). In section 3 we discuss the rate of convergence of (1), obtaining a comprehensive result that 
shows that for all operators of this type for which q has continuous second—order derivatives in a 
right neighborhood of 0 the rate of convergence depends only on the orders of 1 — 77(f), tq'(t) and 
t2q"(t) as t —<■ 0.

Denoting the p-adic sum and difference operators by ® and 0  we use the following notation 
and definitions:

D(a,x) = j  ipx(t)dt; F{a,x) = (  (1 - -)ipx(t)dt;Jo Jo a
/-OO

i f* g )0 )  = / f(xQ t)g(t)dt ( /  e Lq(R+),g £ i(R +));Jo rco
f(x )=  /  f ( t ) f x(t)dt ( f  e L(R+)) and Jo

w(f,6) = u>{q,f,6) = sup ||/(-ffii) — f(-)\\q0 t̂<6
where || • II, = II • IU«(R + )-

2. T h e  c o n v e rg e n c e  o f t h e  o p e ra to r s

Theorem 1 Let r] be a quasi-convex function on R+ with p(0) = 1 and q(oo) = 0 and let ipx be 
the p-adic Walsh functions on R+ then

tKp{x) = / r)(-)i/>x(t)dt (p > 0)/ft n
is an approximate identity kernel; that is Kp satisfies the following conditions:

r  OOI. / Kp(x)dx = 1;Jo
II. \\Kp\U < oo;

rIII. lim  / \Kp(x)\dx = 0 for all <5 > 0.Js

(1)

Proof We have proved in [3] that q has the following properties:

(a) h(x) = [  q(t)fx(t)dt Jo tdq'(l) ■̂ )ipx(n)du e h(R + ),



(b ) | |^ ||i  ^  A \  ■ A 2 , where

A \  =  sup
P

/  ( 1 ------)4 ’. { u ) d u
' 0  P <  CO and A 2 = t\drj '( t) \  <  oo, Jo

(c) T](x) = h(x) = /  h(t)vx(t)dt.
Jo

T h e  conclusions I  and I I  o f  T h e o re m  1 are easy to  get fro m  those p rop erties .

W e f ir s t  n o tice  th a t fo r each p  > 0 i j ( l )  =  ?/(t / p )  is  s t i l l  a q u as i-convex fu n c tio n  on R+ and 

sa tis fies f j (0 ) =  1  and 77( 0 0 ) =  0 , so we have by (a ) and (c)

f ° °  i  fO O
K p{ x )  =  /  77(-)ij>x(t)dt =  /  f}(t)i>x(t)dt 6 X (R + )Jo P Jo

and

/  k P{ x ) d x  -  /  K p( x ) ip o ( x ) d x  =  77( 0 ) =  1Jo Jo
T h is  proves conclusion  I.

L e t t in g  s  =  t / p  we have by (a ) and (b )

f™ f ps u r°°
L  (1 ~ — ) M u ) d u  < /  .s |* / ( s ) |VO Jo p s  l Jo

and so th is  proves conclus ion  I I .

/  ( 1 --------)4>.{u)duf0 ps ^  A-i • A2

W e now  come to  p rove I I I .  L e tt in g  s =  t / p  again 

r°° th p ( x )  =  /  77 {-)4>x { t )d tJo P
/  sdr) '(s )  /  ( 1 -------- )ipx ( u ) d uJo Jo p s

r i
/ f ps U f ° °  f ps■ = L SdV{S)L (1 ~ ~ )M u )d u +  SdV'(s) ( l - - ) ^ ( « ) d t t ,  ‘/ °  ^ 0  p° Jd Jo ps

w here  d  is an u nd e te rm in e d  p o s itive  n u m b e r, so

\ K p{ x ) \ d x  ^ /  s |r f77' ( s ) |  /  d x /  ( ! --------) i ' x ( u )d u
t o  psf 00 /*pj+ / sldt/MI /  dx ( l -  — )4<x(u)duJd Js Jo ps

= h  +  h ,  say.



F o r every e > 0, by th e  p ro p e rty  (b ),

h  =% / s\dT)'(s)\sup /  ( t  -  7 ) ^ 1  ( u ) d uh  1 ^ An 5|d7?'(-?)| < 7 . Jo J- (2)

w hen d  is chosen sm a ll enough.

W e now  e s tim a te  I 2 . T o  do th is  we f ir s t  e s tim a te

yOO pt
J ( t ) =  d x  ( I - 7  )tpx ( u ) d i

Js  Jo t

*)
L e t t  £ « y „  1 w here  ay 6  { 1 ,2 ,  .. . ,p  — 1 }  and n j  > n 2 > ... > n y  > ... and le t jo  be an in teg er i= 1such that

P J° < 2 (3)
and

p n'o+i ^ (4)
th en  by [4] and w r it in g  X s  fo r  th e  c ha ra c te ris tic  fu n c tio n  o f th e  set S

J ( t )  =  /  d x  /  ( 1  -  Js Jo t
r  OO j f l  0 0  0 0  P  — 1 ̂Js ~ Y  Y  Y P ~ k ~ 1+niX [ ^ , e p “+ p - " j ) ( x ) d x  ( fo rj=l k= — r\j 1=0 
r°° i° 00 p-i

some c onstan t B )

t Z^ xL? k 1+n'XlV /pi+p-»,)(x)dx
i = l  k = - T X j  i = 0  

/•oo p  00 00 p —17 , 7  E  E E it . ^  ^  1 + nJX[Vi<pi.+p-»/)(x)dxJ — io + 1 k= — i\j i=0
— -P i(x ) +  J 2 ( x ) ,  say. 

W e get an estim a te  fo r J 2 as

5 OO CO

J=Jo + l *=■("«t L E'“<“ E Je-1
‘  < P  -  1  0

(5)J —Jo+1
W e now estim a te  J j .  L e t Lq be an in teg er such th a t



th e n  fo r  0 <  £ ^  P -  1' 1 ^  ^  -7'°

pk0 + 1  +  -p~n '°  >  6

and k < k0 we have [lpk ,tpk +P rlj) CZ [0,<5)

*n {x)dx„ ,co i» °° ?-} , ,,
/, = t /  E D  E *  *”'* » • V « - - |

1  • / «  j  =  l * = - n , - / = 0

r ,  , c o  to  oo P - 1<T / E E E"t  J s  j = l k = k o t =0  
d  i  o °°
t E E ^ 1J = 1 fc=fc0
5  . p

< 7 J0P 7 ^ 1
Bjo V

V

£ p -  1

I t  now  fo llow s  by  (3 ) and (7 ) th a t

PPfc0 +  o >  5

» -  < T
and by (3 )

p -nn> < -  so -  rijo , « , > J i L iIn p < In ~ and so nj0  ̂ ln ^

and so, by th e  d e fin it io n  o f n .j,

In t In f  
j o - K m -  nio < ^  + in p

and so

S u b s t itu tin g  (9 ) and (10 ) in to  ( 8 ) , we get

In £ , In f
J0 ^  hTP + 7TP + l '

B An £ In |  \  _ 7 _  I
[ \ 7 7  +  h T P  +  1 J p - i  «

therefore.

r  co r p *  u  • ,  , ,
/  dx /  ( 1 --------- )4>Au)du

J S Jo P 5
/•OO^ / 5|dr?(5)|(Ji(p-s) -f ‘M p5))Jd



B ^ In t In | +  1 p2 1 B 2p 1■ 7 +ps Vlnp - lnp / p — 1 6 ps p — 1 6
B pin t In |

< J  s|cfr/'(5)

f ° °  ' | , , ,  M B  ( I n  t
K  Jd 5|d'? ( 5 ) l [ p d l l n p  + l n (0 ' V p - 1 6  ' p d p - 1 6  

€
< 2 ’

p2 1 B 2p 1

( 11 )

w hen p  is  b ig enough.

C o m b in in g  (2) and ( 1 1 ) we get th e  conc lus ion  I I I  o f  T h e o re m  1 .

3. T h e ra te  o f  con vergen ce

One sees th a t  th e  ke rn e l Kp o f th e  o p e ra to r T  o f  (1 .1 ) depends o n ly  on the  fu n c tio n  77. W e  sha ll 

show th a t  i f  77 is q u a s i-  convex on R w ith  p (0) =  1 and 77( 0 0 ) =  0 th en  th e  ra te  o f convergence o f T  

depends o n ly  on  th e  b e ha v io u r o f 77 nea r 0 ; in  fa c t we sha ll show i t  depends o n ly  on th e  convergence 

rates o f  77, 77' and 77"  near 0. T o  be m ore  precise we give a d e fin it io n  o f “ sm o o th  convergence ra te ” . 

Definition I f  77 has a con tinuous second d e riv a tiv e  in  (0, 6)  fo r some <5 > 0 and

Xi =  sup {a  | 1 -  77( t )  =  0 ( t a ) as t -> 0 },

A2 =  sup {6  | = 0 ( t b) as t —> 0 } ,

A3  =  sup {c  | t 2p " ( t )  =  0 ( t c) as t  —► 0 } 

and A =  m in { A j,  A2, A3 }

we say th a t  77( t )  tends to  1 a t th e  sm o oth  convergence ra te  A as t —► 0, or. s im p ly  th a t  the  s m o o th  

convergence  rate o f  77 (a t 0) is A and w r ite

0 ,(77) = h
rOO

Because th e  o p e ra to r T of (1 .1 ) and its  kernel Kp(x) = / p{t/p)ipx(t)dt depend o n ly  on 77 and
J o

(as we sha ll show ) the  convergence ra te  depends o n ly  on the  num ber A we also ca ll the  num b er A 

the  c ha rac te ris tic  num ber o f th e  o p e ra to r T and its  kernel.

¥) If the expresion of t is of a finit form t = )T arpn’ , the following J2 becomes.l=ia finit sum or vanishes, that is easier to get our conclusion.



W e  give some exam ples.

i. ■ »(>)={J - * 0  <  i  <  1  

t > 1.

I _ rn(t) = 0 (0 ),^ '(0  = W )  and * V (0  = 0 = 0(H) for ever>' Positive number a

so A =  m in { i ,  1, oo } =  1; that, is, O s { V i ) —

2 . t72(f) =  e_1 (i ^  0 ).

1 ,  ^(t) = 0 (t),tr]'(t) = 0 (0  and t2T]"(t) = 0 (0

so A =  m i n { l , l , l }  =  1; th a t  is, 0 s(r?2 ) =  1.

3. 773(0 = e_f2 (t > 0);

0 s (773) = 2.

f 1 -  ^  + ft3
4. 7 7 4 (0  =  < ( 2 - 0 3/4

l 0
OO774) = 2.

0 ^ t Sf 1 
0  st t <  2 ; 

i > 2

5.' 775 ( 0  = 1 -  e 1/r (# > 0);

0 s (775) = 00.

N ow  we s ta te  th e  th eo rem  on th e  ra te  o f convergence.

T h e o r e m  2 Let  77 one/ K p be as in T h e o r e m  1; let f  £ i <J(R + ) (1 q < Gnrf 
0 s ( i ] )  = A (0 < A < 0 0 ) Hen

I. | | / - /* A - „ ||,* 0 ( 1 ) 7 — 0
— n  A



I I .  i f  f  £  L ip a  then

I I / - / *  A',||,
0 ( p - Q) (a  <  A)
0 (p A In  p) ( q =  A)
0 ( p - A) (a  > A)

P r o o f  F ir s t  we do some p re p a ra to ry  w o rk .

( i)  If 0 s( j7) =  A th en  the re  exis ts  5 i > 0 such th a t  77 has c on tin u ou s  second d e riva tives  in  (0 . <5X) and 

th e re  exists a constan t B \  such th a t  w hen  0 <  f < <5i |1 -  77( f) !  ^ £ M ' \  ^  -G ifA

and | f " 77' ( t ) |  <  B \ t x so |1 — 7 7(f)! ^ B \ fA, |f7 7 '(t)| ^ B \ i x and

f  u|d77(7i)| ^ f  ur/"(u)du ^ B\ f ux 1 du ^ B \tx\ (1)Jo Jo Jo
on the  o th e r hand there  exists B 2 such th a t  w hen  6 7  ^  f ^  1  |1 — 77( f)!  ^  f? 2 <5 A $  B 2t x ,

| f 77( f ) |  $  B o i x ^  B 2t x and

[  u\dV\t)\ H Bv5a ^ B2tx (2)Jo
so by (1) and (2 ), when 0 <  t <  1, |1 — 77( f) !  ^  B tx, | f 77( f ) |  Btx and

u\dr/(u)\ ^ Btx (3)

where B  =  m o x { B i ,  B 2}.

( i i )  In te g ra tin g  by parts  tw ice  we have

[ ri(u)il>t(u)du = [ udrj'(u) [  (1 -  — )ipAv)dv -  r]'(u)u [  (1 -  —)i/>t(i>)du|Jo J a Jo u Jo U lu = “
r  I6+ 77( 7 7) / 4>t(u)du\Jo 'u=a

L e tt in g  a =  pJ and b =  pJ+1, and using  1 — T](t/p)  ins tead  o f 77( f ) ,  we have

(4)

1 -  7?(-) ) 7kt(u)du e L 1 (R + ’ 
P

and



1  -  v ( ~ )  ) i ’t ( u ) d u  I Pi \ p < Hi s|<M'S)l - Pj
* 7 >

pi+i
P

pj'+i
v ' ( — ;

+ v  — ) + m  )P p
=  0 ( l ) (p <J' - n>A). (6)

( i i i )  W e reca ll th a t  (see [2]) ipt ( u ) d u p 1 '^ m a x  ( — , — | and so

1 ------ ) ipt ( v ) d v
ru /*u

— d u  ipt ( v ) d v ,  , p  1 \§  m a x  — , — ,' 2 t ’ 2 j  ’

and € 1  d v < u.

W e also rec a ll th a t  (see [1] p .248) i f  r/(t) is q u as i-c on vex  and 77(0 0 ) =  0 th e n  a 2 r;'(a ) 

a —► 0 ) and 6 t/ ( 6 ) —<• 0  (as b —► co).

0  (as

In  (4 ) using  1 — p(u/p) ins te ad  o f rj(u) and le t t in g  6 = 1  and a —> 0. we have

J  1̂ - iPt(u)du = -  J  sdr)'(s) J  - j-'j i>t(v)dv

-  v i - ) D ( l , t )  e  L ( R + ) P P P

and
1 -  J7( - )  ipt (u)du>o \  P

, ( i )

« A,| /  » |* rts)| + l ] , '( l ) l' ' P P

= 0 ( l )p -

U sing  ij{u/p) ins tead  o f  tj( u ) and le t t in g  a = pn and 6  —> oo we have
r00 rps f  v \J v{ — )4>t(.u)du = j   ̂ sdr)'(s) J  ^1 -  — J ipt{v)dv

+ ~ ri' ( j )  ^ ( p V )  -  v  [ j )  D ( p \ t )  e £ ( R + )

and
/  'l ) V’.(n)du < H, ( /  _ s|dJ?'(s)| +  y ” ' 7

(7)

(8)

(9)



(iv) Using som e basic properties of the W alsh -F ourier tran sfo rm , in p a rticu la r th a t  if /  and 

J f  ( u ) i p . ( u ) d u  6 Z(R+) then  (^J (x) = f ( x )  (see [2]), th a t  if /  E i 1(R+)
an d  /  -  0 then  /  =  0 and th a t  if f ,g  E i 1(R +) then  f*~g =  fg , we have

i\(u )d u *  J  ^1 -  7?(^) ) ipt (u)du #30
and so

* I I 1 -  T)(~) J ipt(u)du.f  * J  . y l - v { - ) j i> t ( u ) d u =  -  f  * J  ipt{u)du

Similarly

/  * J n )M u)du = -  /  * J  4>t(u)duJ * J  g( — )ipt(u)dv
and so

f * J  1 ~ V(^) ) M u)du < u ( f,p  3)

= 0 ( l)p u - n)xu (f,p~ i).

1 _ v ( - )  ) ip.(u)du 
p3 \  P

( 11)
and

/*  / y{~)ipi(u)dn Jpn P / y(-)ip.(u)du
V  p

0 ( i M / , p - B). ( 12)

Now we come to  the conclusion of T heorem  2. Defining R  by R  =  \ \ f  -  f  * K p \\q then  by
(8)—(12)

R =

<

f  -  f  * y(-)ib .(u)du  
J 0 P

f  -  J * / i'.(u)du\Jo f  * Jo ( l  “ p(“ ))  V>.(v)<fu

+
rp’ + ) ,  u x

H - f  *  1 - » ? ( - ) )  t.(u)du +
r°° uf*  T](-)ip.(u)duj=o  Jp }  V  P J

<7
J p n p

n — 1
< ^(f-P~n) + ll/ll, ■ 0(i)p -'lA +  Y ,  0 (1  )pu - n)M L p - j ) +  0(1 ) p - T

i=o
= o d )  Y p u ~n)Xu ( f ,p - j )+ p -nX\i=o



T h a t is conclusion I of T heorem  2. From  (13) we prove conclusion II. If /  g L ipa  then  w ( / ,p  k ) =

o(i )p-ka:'
For a  <  A,

U=°^  = 0(1) ( x y ,>B)V - #or + p-nAj  =G(1) y ^ J l p u ~n)Xp{n~j)0 + p

= ° ( 1) f i E ^ <n“J')(A“a) + p“nal  = ° ( i
For a  =  A

For a  >  A

3 = 0

R = ° ( 1) ( J2P U~")XP~ka + P~naj  = 0(l)(n + l K nA

n \  /lnp
° \ p \ )  ° V p A

12= 0(1) J 2 p U~n)Xp~ja + p-
\j=o

P \j=0
\ p \

T his com pletes the proof of T heorem  2.

= o ( E

n A
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ABSTRACT. In th is  paper we consider Gibbs deriv a tiv es on f in ite  
dyadic groups. We f i r s t  d iscuss the  m a trix  in te rp re ta tio n  of 
p a r t ia l  dyadic Gibbs deriva tives and disclose some p ro p e r tie s  of 
th ese  o p e ra to rs . D efining the  dyadic Gibbs d eriva tive  as a lin ea r 
com bination of these  p a r tia l  d if fe re n tia l o p e ra to rs  we derive a 
m odified p roduct ru le  fo r  dyadic Gibbs deriva tives

In th e  second p a r t  of the  p ap er we consider an app lica tio n  of 
p a r t ia l  dyadic Gibbs derivatives to  Boolean functions. We t r e a t  some 
p ro p e rtie s  of th ese  o p e ra to rs  valid only in th is  case  and derive a 
m ethod fo r  de tec tion  of sym m etry and co-sym m etry  p ro p e r tie s  of Boolean functions.

1. INTRODUCTION

The discovery th a t  in fo rm ation  can be coded, m easured  and 
tra n sm itte d  d isc re te ly  [1,2] causes g re a t in te re s t  in th e
app lica tion  of th e  d isc re te  a lg eb ra ic  s tru c tu re s  in engineering
p ra c tic e  and re la te d  sc ien tif ic  a reas . D iscre te  functions a re  very
pow erfu l m athem atical tools fo r  studying the  d isc re te  s tru c tu re s . 
Among^ these , the  Boolean functions defined as a m apping
/:{0,1> e{0,l}, neW, a re  m ost freq u en tly  used. This is a n a tu ra l



consequence of th e  f a c t  th a t  todays technology m ainly provides us 
only w ith  com m ercially  availab le  d ig ita l equipm ent based on c irc u its
w ith  tw o s ta b le  s ta te s .

It seem s th a t  th e  m ain co n cu rren ts  to  Boolean fu n c tio n s in 
fu tu re  w ill be m u lti-va lued  logic (MVL) fu n c tio n s and fuzzy
fu n c tio n s. The continuing advancem ent of technology g u a ra n tie s  th a t  
th e  ap p lica tio n  of th ese  fu n c tio n s in th e  fu tu re  w ill be adequately  
su p p o rted  w ith  th e  correspond ing  h a rd w are  com ponents. A confirm ation  
fo r  such s ta te m e n ts  can found in th e  re se a rc h  e f fo r ts  in these  a re a s  
a ll over th e  w orld . Let us note th e  o rg an iza tio n  of annual
sym posium s on MVL fu n c tio n s conducted by IEEE and the o rg an iza tio n  
of many re se a rc h  groups in th ese  a re a s . Good in fo rm ation  on th ese  
a c tiv itie s  can be found in th e  B ulletin of MVL T echnical Com m ittee 
of IEEE ap p earin g  q u a rte rly .

In th is  p aper we w ill consider th e  app lica tion  of dyadic Gibbs 
d e riv a tiv es  to  Boolean functions reg a rd ed  as th e  fu nctions defined
on th e  f in ite  dyadic group. Our overall goal is to  show th a t  th is  
o p e ra to r  can be e ff ic ie n tly  used in the  analysis of Boolean 
fu n c tio n s  w ith  th e  hope th a t  th e  derived re su lts  w ill t ra c e  a way 
fo r  a s im ila r app lica tion  of some g en era liza tio n s of th ese  o p e ra to rs  
(see, fo r  exam ple [3,4,5,6]) to  MVL functions or possibly  fuzzy 
f  unctions.

In our co n sid era tio n  we s t a r t  from  the ex is tin g  re la tio n sh ip  
betw een  th e  Boolean d iffe ren ce  and p a r tia l  Gibbs d eriv a tiv es  and 
d iscuss some p ro p e rtie s  c h a ra c te r is t ic  fo r  th ese  o p e ra to rs  when they 
a re  applied  to  Boolean functions. Then we propose a m ethod fo r  
d e tec tio n  of sym m etry and co-sym m etry  p ro p e rtie s  of Boolean 
f  unctions.

Note th a t  the  app lica tion  of th e  dyadic Gibbs deriv a tiv e  in
fa u l t  de tec tio n  is considered  by Edw ards [8,9]. The d iffe ren ce  w ith  
re sp e c t to  our approach  is th a t  in th e  m ethods p resen ted  in [8,9] 
Boolean fu n c tio n s a re  m apped from  {0,1} into  the  {1,-1} domain.



2. NOTATIONS AND DEFINITIONS

It is usual p ra c tice  to  consider th e  Boolean f  unctions as 
functions defined  on a Boolean a lgeb ra , re p re se n tin g  in th e  sam e 
tim e th e  elem ents of an o ther Boolean a lg eb ra  under m u ltip lica tio n  
and modulo 2 addition  defined pointw ise. In th is  p aper we w ill use a 
s lig h tly  m odified approach which w ill enable th e  d e riv a tio n  of some 
re s u lts  in te re s tin g  both frbm  th e  th e o re tic a l and com putational 
point of view.

As we noted  above the  domain of Boolean fu nctions is th e  se t of 
a ll n -tu p le s  (x^ ,...,x^ ), x .e{0 ,l} . This se t under po in tw ise
add ition  modulo 2 fo rm s an a lg eb ra ic  s tru c tu re  called  th e  f in ite  
dyadic group of o rd er n, which we denote by G . We denote by B^ the 
se t of non-negative in teg ers  less th an  2n . Recall th a t th e re  is 
o n e-to -o n e  correspondence betw een the elem ents of B a n d  those of 
G .̂ More precisely , fo r  each xeB ^ th e re  is a unique dyadic expansion 
of th e  fo rm

n
x  = V 2n ^x., x .eB  L i l l

i=1
and, conversely, every such expansion, th a t  is each n -tu p le  from  G , 
defines a unique elem ent of B . This elem ent is usually  called  the  
decim al index of the  given n -tu p le . Due to  th is  a Boolean function  
can in fa c t  be ju s t  as well regarded  as being defined on B taking 
th e ir  values in B^c Zc C, w here Z is the  se t of in teg ers  and C the 
se t of complex num bers. Also, reca ll th a t  the  se t of all com plex 
functions on B^, denoted by (7 (B ) , is an Abelian group under 
pointw ise addition  defined by

V /,geC(B  ), VxcB .n n( f+ g ){x )= f(x )+ g (x )



E nriched w ith  m u ltip lica tion  by a sc a la r  a  c C defined by 
(a /) (x )= a /( jc ) ,  V/eC(B ),

C (B f) becom es a lin ea r space adm itting  an inner product 
defined  by

<f,g> = 2_n V f l x ) g * { x ) ,  '■ f,g eC (B  ).i—* n
x=B n

w here g* denotes th e  complex con jugate  of g.
T h ere fo re , G(B ) exh ib its  a H ilbert space s tru c tu re  w ith  norm

11/II = K / , / » I /2  = 2 n ( [  \ f \ 2 )ly ,̂ V/eC(B ).
x=B n

It fo llow s th a t  a Boolean fu nction  can be re g a rd ed  as a 
p a r t ic u la r  elem ent of th is  H ilbert space. F u rtherm ore , C{G) may be 
given th e  s tru c tu re  of a com plex function  a lg eb ra  by in troduc ing  th e  
po in tw ise  p roduc t of fu nctions th rough

( /•g ) ( jc )= /(x )g (x ) ,  V /,geC (B ^),

A nother im p o rtan t opera tion  in C{B ) is th e  convolution productn
defined  by:

( /* g )(z )  = £  f { x )g {z ® x ’ ) = £  f {z ® x ')g {x ) ,  VzeB^, \/f,g eC (.B ),
x=B x=Bn n

w here jc’ is th e  additive  inverse of xeB ^, and © denotes po in tw ise
add ition  modulo 2 of th e  dyadic expansions of z and x ' .

The dual ob jec t o f G is the  se t of d isc re te  Walsh functionsn
G’={w al(x,w )}, Vx,weB [9], defined in a m a trix  form  byn J

W
1 1n ®n

1 -1

w here ®n denotes the  n - th  pow er K ronecker product (see ,fo r exam ple



[10,11,12]). This se t fo rm s an o rthonorm al base in C(B^) so th a t  th e  
Walsh (Fourier) tra n s fo rm  can be defined as

2 n - i
S (w) = 5 / (x )w a l(x ,w ) , (1)

x=0

2 n - i
f i x )  = 2 n y  S (w )w al(x ,w ). (2)

w=0
For the  th u s defined Walsh tra n s fo rm  th e  m ain p ro p e rtie s  of th e  

c lass ica l F ou rie r tra n s fo rm  hold. For exam ple, th e  convolution 
theorem  s ta te s  th a t  if  h= f*g ,  Vh ,f,geC [B  ), then

S A w ) -  2 S .(w )S_ n (w), (3)h f g
and th e  rev e rse  s ta tem en t also holds.

Also, le t us note th e  sh if t  p ro p erty  which s ta te s

S , ,(w) = w al(a,w )S .(vv),f(x@ a ) f

w here © denotes the  pointw ise addition  modulo 2 of th e  dyadic
expansions of x  and a.

3. DYADIC GIBBS DERIVATIVE

To make th is  paper se lf-co n ta in ed  we w ill f i r s t  b rie f ly  d iscuss 
th e  d efin ition  and some p ro p e rtie s  of the  Gibbs d eriva tive  on f in ite  
dyadic groups. Then we will derive some new p ro p e rtie s  re la te d  w ith  
th e  app lica tion  of Gibbs deriva tives to  Boolean functions.

D e f in it io n  1. The p a r tia l  dyadic Gibbs deriva tive  of a fu nction  
/eC (B ^) w ith  resp ec t to  th e  variab le  x . is defined by [13]:



(D ./) (x  ) =f i x . @l ) - f i x . ) =f i x . ’) - f {x. ) ,  (4)i 1 n i i i i
w h ere  f i x . ' )  is sh o r t fo r  f  (x„...... x . ’ , . . . , x  ), x . ’ is  th e  additivei  1 i n i
inverse  of x .  and © denotes modulo 2 addition .i

I t  is obvious th a t  th e re  is a s tro n g  re la tio n sh ip  betw een  the 
p a r t ia l  dyadic Gibbs deriv a tiv e  and th e  Boolean d iffe re n ce  w hich is 
defined  as

(A ./X x ^...... x ^ )= /(x .© l)© /(x .) .

More p rec ise ly , we im m ediately  have

|D . / |= A . / ,  (5)v  r
w here  | a  | is th e  abso lu te  value of a.
D e f in i t io n  2. The dyadic Gibbs d eriva tive  of a fu n c tio n  feC [B  ) isndefined  [13] by

n
D f i x r . . . , x ) =  -2~ l  V 2n _ l(D ./) (x  . . , x  ). (6)i n  L i I n

i = 1
I t  is obvious th a t  in a m a tr ix  n o ta tio n  th e  p a r t ia l  dyadic 

Gibbs d eriv a tiv e  can be re p re sen ted  by a 2 by 2 m a tr ix  defined 
as:

w ith

A . = -J

n
D. = ® A1 J'=

-1 r
1 - i

1 o'
0 1

i ’

j= i

o th e rw ise ,

(7)

w here ® denotes th e  K ronecker product.



From  th is  fa c t ,  accord ing  to D efin ition  2, th e  dyadic Gibbs 
d eriva tive  is rep re sen ted  by a 2° by 2n m a tr ix  re p re se n tin g  th e  
lin ea r com bination of sp a rse  m a trices  D.,

n-1
D = -2 _I £  2n ~lD..

i= l

Com paring th e  m atrices  w ith  the  correspond ing  m a tric e s
appearing  in th e  fa c to r iz a tio n  of the  Walsh m a trix  W allow ing th e  
in tro d u c tio n  of th e  f a s t  Walsh tra n s fo rm  [10,14], we in fe r  a s tro n g  
s im ila rity  betw een th e  m a trix  describ ing  the  p a r tia l  dyadic Gibbs 
d eriva tive  D. and th e  m a trix  describ ing  th e  i - th  s tep  of th e  f a s t  
Walsh tra n s fo rm , which im plies the  s im ila rity  betw een th e  
corresponding  flow  graphs. The only d iffe ren ce  is th a t  in our case  
th e  w eights in all ho rizo n ta l branches of th e  g raph  a re  equal to  -1.
It fo llow s th a t  th e  com putation of the  p a r tia l  dyadic Gibbs
derivative  can be c a rr ie d  out by using th is  m odified flow  
g raph  fo r  com puting th e  i - th  step  of th e  f a s t  Walsh tra n s fo rm . To 
i l lu s tra te  th is  s ta tem en t we show in Fig. la th e  m a tr ix
re p re se n ta tio n  of p a r t ia l  dyadic Gibbs d eriva tives fo r  n=3. The
corresponding  flow  g raphs a re  shown in F ig .l.b .

It is obvious from  re la tio n  (8) th a t  the  com putation  of the
dyadic Gibbs derivative  D f  of a given function  fe C {B ) can ben
c a rrie d  out by summing th e  ou tpu ts of the  flow  g rap h s fo r  th e  
ca lcu la tion  of th e  p a r tia l  deriva tives m ultip lied  respective ly  w ith  
th e  fa c to rs ' 2 , 1=1,..., n. The re su lt  obtained m ust be m ultip lied
by th e  e x tra  fa c to r  2 in troduced in D efin ition  2 to  be co n sis ten t 
w ith  e a r lie r  defin itions of the  dyadic Gibbs d eriva tive  [13], This 
fa c to r  is om itted  in the  defin ition  of the  p a r tia l  d eriva tive  fo r
sim plic ity  of th e ir  application  in which we a re  p rim arily  in te re s te d  
in th is  paper.
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ie f l o w  g r a p h s  f o r  c a l c u l a t i o n  o f  
L r t l a l  d y a d i c  G i b b s  d e r i v a t i v e s



The m ain p ro p e rtie s  of the  p a r tia l  dyadic Gibbs deriv a tiv es a re  
s ta te d  in th e  follow ing theorem .

T h eo rem  1. Let feC {B  ).n
1. The function  /  is independent of i ts  i - th  argum en t if f

VxeB th e re  holds (D ./)(x )= 0 . n i
2. D ID  / ) = D .( D ./ ) .i J J i
3 ■ Di [aif i+a/ 2 )=aiDif i+ct2Dif 2 ’ a r a 2eC- W C(V
4. D. com m utes w ith  th e  tra n s la tio n  o p e ra to r  T on B definedi  q n

by T w h e r e  © denotes th e  pointw ise addition  modulo 2 of 
th e  dyadic expansions fo r  x  and a,

D.T /  = T D .f .  i  q q l

5. If S -  is th e  F ourier tra n s fo rm  of feC {B  ), th en  th a t  o f i ts
J  n

p a r tia l  dyadic Gibbs derivative  D /  is given by

(w)=B.(w)S (w),D . /  i /

w here B.(vv) = 2 ^(w al(w ,2n S -  1).I
6. Convolution p ro p erty

D .(/* g ) = D . f g  = f*D .g  V /,g€C (B n ),

w here * denotes th e  convolution.
7. The product ru le

D X f - g )  = / - (D .g l+ g -fD ./l+ fD ./l- fD .g ) ,

w here • denotes th e  pointw ise m ultip lication .

P ro o f  .1. According to D efinition 1, the
(D , / ) U . ...... x  )=0 simply meansi l  n

condition



/(x .© l)  = / ( x . ) ,

and since x .€ {0 ,l}  i t  fo llow s th a t  th e  fu n c tio n  f  tak es th e  sam e 
value independently  of th e  value of i ts  i - th  argum ent.

2. By d efin ition ,
D { f i x .® l ,x  ) - f i x  x  ))J 1 J L J

= fix .@ l,x  .® l)-f(x .@ l,x  ) - f ( x  x  ® l)+ f(x  x  ) L J  l  J  L J  1  J

-  D .( / ( x . ,x  ,© l) - /(x .,x  .)) i  i  J i J
= D.(D ,/ ) (x ) .  i  J

3. L in ea rity  fo llow s d irec tly  from  D efin ition  1.

4. By d efin ition ,

D.T f i x )  = f ( x .® q r . . . ,x M @ q  , . . . , x  ®q )i, cj l i  t t- / i i i
-  f ( x 1®qr . . ,x .e q v . . . , x n®qn )

= Tq ( / ( x 2......x .® l........ x n )) -  Tg ( / U r . . . , x . , . . . , x n ))

= Tg ( / ( x 3......x . x n )- / ( x j ....... x . .......x n ))

= T D .f(x ) . q i
5. S ta rtin g  from  the d efin itio n  of th e  Walsh tra n s fo rm  and 

using th e  s h if t  p ro p erty ,

= £  (D ./)(x )w a l(w ,x ) 
x= 0

2 n - l
= £  ( /(x .@ l)- /(x .) )w a l(w ,x )

x= 0



= £  /(x ^eD w aK w .x ) -  S (w)
x=0

= w al(2n \w )S  iw )  -  S (w) = B.(w )S.(w ),/  f  l i
w here B .(w )=(w al(2n \w ) - l ) .

As a d ire c t consequence of th is  p ro p e rty  we have

D .(w al(2n_ \ x ) )  = -2 w al(2 n ~ \x ) .

6. The P ro p erty  6 follow s d irec tly  from  th e  d efin itio n  of th e  
p a r tia l  dyadic Gibbs derivatives, P ro p erty  5 and th e  convolution 
p ro p e rty  of th e  Walsh tra n sfo rm .

7. By defin ition ,
( D . ( / ' g ) ) ( x ) = / ( x .© l ) ’ g ( x .© l ) - / ( x .  )*g(x.).

Now, also by defin ition ,
/ ‘ D -g+g'D  f+D  /« D  g = f i x  ) ‘ {g (x .@ l) -g ix .) )L L L L L l, l,

+g(x .) • ( / ( x .© l) - / ( x .) )

- i f { x .@ l ) - f { x . ) ) ’ ig ix .® l) -g ix . ) )I t i l

= /(x .@ l) • g i x j s l ) - f i x f  * g (x .)= D /‘g.

Note th a t  th e  dyadic Gibbs derivative  is a lin ea r com bination 
of th e  p a r tia l  dyadic Gibbs deriva tives and, th e re fo re , all 
p ro p e rtie s  m entioned in Theorem  1 can be sim ilarly  fo rm u la ted  to  
hold fo r  th is  d if fe re n tia l o p era to r. Since in th is  paper we a re  
p rim arily  in te re s te d  in th e  application  of p a r t ia l  depivatives, the  
d eriva tion  of th ese  p ro p e rtie s  will not be d iscussed here. Let us 
only b rie fly  consider th e  product ru le  fo r  the  dyadic Gibbs 
derivative .



I t  is known th a t  th e  absence of a product ru le  in th e  form  

D i f ' g )  = f 'D g  + g -D /,

is a p ro p e rty  c h a ra c te riz in g  Gibbs d eriva tives generally . However, 
s ta r t in g  fro m  D efin ition  2 and using th e  P ro p erty  7 fro m  Theorem  1 
we ob ta in , a f te r  a sh o r t ca lcu la tion , th e  m odified p roduct rule:

n
D (/» g )= g » D /+ /-D g -2 _1 V 2n ~i (D ./)-(D .g ).Li l l

L=1

We i l lu s tra te  th is  f a c t  by considering th e  sim plest case of th e  
Gibbs deriv a tiv e  on th e  f in ite  dyadic group of o rd er 4. According to  
re la tio n  (7),

D ( /-g )= 2 _1(2DJ+D2 ) ( / - g )  = 2_1(2D2(/-g )+ D 2 ( / - g ) )

=2_1(2g • D jZ +2/ • D2g+2(D2/ )  * (D^g)+g • D ^ + f  • D ^ + I D ^ )  • ( D ^ ) )

=2_1(g* (2Dj+D2 ) / + / ‘ (2D]+D2 )g+2(DJ/ )  • (D ^gl+ tD ^) • (D ^ ) )

= g “D / + / - D g  -  2_1(2(D ^/)♦ (D^g) + (D ^fM D gg)).

4. PARTIAL DYADIC GIBBS DERIVATIVES OF BOOLEAN FUNCTIONS

In th is  sec tion  we w ill d iscuss th e  app lica tion  of th e  p a r tia l  
dyadic deriv a tiv es to  Boolean functions. Boolean functions a re  a 
p a r t ic u la r  subset of functions from  C(£ ) and, hence,several new 
p ro p e r tie s  of th ese  d if fe re n tia l o p e ra to rs  valid only in th is  case 
can be tre a te d .

In w hat fo llow s we need th e  follow ing n o ta tio n s and
defin itions.



Any Boolean fu nction  /  is uniquely determ ined  by i ts  t r u th
vecto r F = [ / ( 0 ) , . . . , / ( 2 n - l) ]T Each v ariab le  x .  can  be reg a rd ed  as a
n -v a ria b le  Boolean function , the  t ru th  vector x  of w hich can be
p a rtitio n e d  into  2 l segm ents having 2n L zero s  or ones. We denote by
x  ’ th e  additive inverse of x . ,  and by / ’(x) the  com plem ent of f i x )  L r
defined by / ’(x)=0 fo r  / ( x ) = l  and / ’(x )= 1 fo r  f ( x ) = 0. Also, denote 
by th e  Boolean fu nction  obtained from  a given Boolean fun c tio n  f  
by rep lac ing  th e  v ariab le  x . by x . ’ i.e .,

...... x r ' x n 1 = " , X . ’ , . . . , X  ) . i n

Recall th a t  th e  rep lacem ent of a variab le  by its  additive  
inverse  simply m eans th e  p erm uta tion  of th e  fu n c tio n  values in th e  
t r u th  vector.

By 0 and 1 we denote th e  zero  and un it vecto r, i .e ., th e  vecto r 
of o rd e r 2n all elem ents of which a re  equal to  0 and to  1,
respectively .
T h eo rem  2. Let f ( x , , . . . , x  ) be a Boolean function . Then,I n

1. d . /  = - D . r
2. D . f  = -D . / . ,i i i
3. D .(x  .) = D .(x .’) = 0

i  J i  J

4. D .(x .) = l-2 x .i i i
5. D .(x.© x .) = D ,(x.©x .) = l-2 (x .© x  .)i  i J J i J i- J
6. D . ( / ‘ g) = 2_2(D. /  + D.g) -  D.(/@g), 

v/here © m eans pointw ise addition modulo 2.
Note th a t  th e  P ro p ertie s  4 and 5 a re  s ligh tly  d if fe re n t from  

th e  corresponding re la tio n s  fo r  the  Boolean d iffe ren ce  (see, fo r  
exam ple [12]), which is a n a tu ra l consequence of th e  abso lu te  value 
appearing  in (5).



P r o o f .1. Since f@ g = f+ g -Z f ‘ g, fo r  g=1, /© l= l-2 / ,a n d  hence

(D ./’)(x )= (D .(/© l))(x )= (D .(l-/))(x)= (D .l)(x)-(D ./)(x )= -(D ./)(x).

2. By d efin itio n  D . / . ,= / ( x .  ’© l) - / ( x . ’ ). Since x . ’=x.©l,I I I  l l L
D ,/ . ,= /(x .@ l© l) - /(x .© l)= /(x .) - /(x .© l)= -D ./ '.

3. The v a riab le s  x ,  and x . ’, considered  as n -v a ria b le  BooleanJ J
fu n c tio n s, obviously do not depend on th e  v a riab le  x^, and th e  
p ro p e rty  fo llow s d irec tly  from  P ro p erty  1 of Theorem  1.

4. Since w al(2n \x ) = l - 2 x . ,  using th e  re la tio n  (9) we have 

D .x  =2_1D .(l-w a l(2 n “ \x ) ) = - 2 -1D .(w al(2n “ \x ) ) = l - 2 x . .I l l  l L
5. The P ro p e rty  5 d irec tly  fo llow s from  P ro p e rty  4 since th e re  

is  a o n e -to -o n e  correspondence betw een th e  modulo 2 sum of va riab les  
x . , . . . , x ^  reg a rd e d  as n v a riab le  Boolean fu nctions and Walsh 
fu n c tio n s  (see, fo r  exam ple, [17]).

6. Since x@ y=x+y-2xy, \/x,yeB^, we im m ediately  have th a t  fo r  
Boolean fu n c tio n s f  and g tak ing  th e ir  values in B ,

(D ./g )= 2 _1((D ./)+ (D .g)-D .(/© g)).

5. DETECTION OF SYMMETRY PROPERTIES OF BOOLEAN FUNCTIONS

In th is  sec tion  we w ill consider th e  app lica tion  of p a r t ia l  
dyadic Gibbs deriv a tiv es in th e  detec tion  of sym m etry p ro p e r tie s  of 
Boolean functions.

Some p a r tic u la r  kinds of sym m etries which could appear in a 
Boolean fu nction  a re  defined and stud ied  in [15,16,17], Using a 
s im ila r approach  th e  concept of com plem entary sym m etries (co
sym m etries) is in troduced  in [18], and th e ir  re la tio n sh ip  w ith



sym m etries is shown. The app lication  of the  sym m etries and 
co -sym m etries in logic design and fun c tio n a l decom position is 
d iscussed  in [16,17] and [18,19], respective ly . These re s u lts  show 
th a t  th e  ex istence  of sym m etry or co-sym m etry  p ro p e rtie s  in a given 
Boolean fu n c tio n  o ffe rs  some good p o ss ib ilitie s  fo r  th e  op tim iza tion  
of com binato ria l netw ork  rea liz in g  th is  function .

Ln genera l, th e  answ er to  th e  question  w hat kind of sym m etries 
o r co -sym m etries a given Boolean function  does have can be obtained  
only by m eans of a search  procedure. Since th e re  is a g re a t  num ber 
of possible com binations it  is im p o rtan t to  have some e ff ic ie n t 
p rocedures fo r  d e tec tion  of sym m etry and co-sym m etry  p ro p e rtie s . 
Such p rocedures a re  fo rm u la ted  both fo r  sym m etries and co -sym m etries 
in te rm s of Walsh tra n s fo rm  co effic ien ts . Note th a t  fo r  sym m etries 
an a lte rn a tiv e  approach based on th e  ap p lica tion  of Boolean
d iffe ren ce  is also suggested  [16]. S ta rtin g  from  th ese  re s u lts  we 
w ill show th a t  p a r t ia l  dyadic Gibbs d eriva tives can be e ff ic ie n tly  
used in sym m etry and co-sym m etry  p ro p e rtie s  de tec tion . To make the 
p ap er se lf-co n ta in ed  we w ill f i r s t  re p e a t some d e fin itio n s using the  
n o ta tio n  from  [18].

For a x= {x^ ,...,x^ )  we define th e  contex  of x  w ith  re sp e c t to
i , j  in G as: n

<f. Xx)={oc. . | a . .eG U i j  i j  n -2
w here a . ={x. , . . . ,x .  , ,x .i j  2 i -2 i+2 .. , x j - r x j+ i . ,x ).n

The re s tr ic t io n  of x  w ith  re sp ec t to  i, j€ G  is given by:
x ah = x  w ith  x . = a, x  . = b, and a ,b <=B.. ab i J 2

D e fin it io n  3. Let /  be a Boolean function .
1. /  has equivalence sym m etry in x .  and x  . (E{jc ,x  >) i f f  fo r1 J i jall e lem ents of the  contex of x  w ith  re sp ec t to  l ,J



f ( x n ) = f { Xoo) :E { x .,x  i J
2. /  has non-equivalence sym m etry in x .  and x  (N {x .,x  J )  i f f

fo r  a ll e lem ents of th e  con tex  of x  w ith  re sp e c t to  i , j

f ( x 1Q) j i x 01) :N{x.,x^>.

3. /  has p a r t ia l  sym m etry in x .  re la tiv e  to  x^. (P{x.,x^>) i f f
fo r  a ll e lem ents of th e  contex  of x  w ith  re sp e c t to  i , j

/ ( x ^ )  = / ( x 0 J :P { x .,x  i  J

4. /  has p a r t ia l  sym m etry in x^ re la tiv e  to  x  ( P { x , . ,x / ) )  
i f f  fo r  a ll e lem ents of th e  contex  of x  w ith  re sp e c t to  i , j

f [ x o o ] = f i x i o ) :P{xi ’x j ’}-
5. /  has equivalence co-sym m etry  in x .  and x  . (E C {x.,x  .}) i f f1 J  ̂ J

fo r  all e lem ents of th e  contex  of x  w ith  re sp ec t to  i , j  

/ ( x ^ )  = l e /C x ^ )  :EC:{x.,x }.

6. /  has non-equivalence co-sym m etry  in x , and x  . (NC{x^,x^.>) 
i f f  fo r  a ll e lem ents of th e  contex  of x  w ith  re sp ec t to  i , j

f ( x 1Q) = 1 ® /(x 0J) :NC{x.,x^.}.

7. /  h as  p a r tia l  co-sym m etry  in x .  re la tiv e  to  x .  (PC{x.,x^.>) 
i f f  fo r  a ll e lem ents of th e  contex  of x  w ith  re sp ec t to  i j

f i x  j) = l e f ( x 01) :P C {x.,x

8 . /  has p a r t ia l  co-sym m etry  in x .  re la tiv e  to  x
(P C { x .,x /> )  i f f  fo r  all e lem ents of th e  contex  of x  w ith  re sp e c t to
i .J /< V  = '®f'-X0 0 ) '>.



Note th a t  no function  can have both a sym m etry and th e  
corresponding  co-sym m etry  w ith  re sp e c t to  ex ac tly  th e  sam e 
re s tr ic t io n  in its  domain. However, th e  ex istence  of some sym m etries 
or co -sym m etries may be conditioned to  th e  ex istence  of o th e r 
sym m etries and co-sym m etries. A study of th is  f a c t  can be found in 
[19].

Let us now consider, fo r  exam ple, non-equivalence sym m etry.
A ccording to  p a r t  2 of D efin ition  3, we can say th a t  to  d e te c t 

w h eth er a given Boolean function  f  exh ib its  th is  p ro p e rty  we 
ac tua lly  need to  com pare some p a irs  of fu nction  values sp ec ified  by 
th e  re la tio n

f [ x i o ] = f [ x o i ] -
Since any condition is allow ed in th e  rem ain ing  fu n c tio n  

values, they can be moved from  th e  sea rch  p rocedure . It is fa ir ly

Proceeding like th is  we in a t same tim e a sso c ia te  to  th e  rem ain ing  
fun c tio n  values a scheme of + and -  signs in such a way th a t  the  
d if fe re n t sign is asso c ia ted  to  those values which m ust be m utually  
equal if  th e  given function  has the  exam ined sym m etry p ro p erty . Then 
we com pare these  function  values by ca lcu la tin g  th e  p a r t ia l  dyadic 
Gibbs derivative  re la tiv e  to  x .  and X j .  O btaining a zero  vec to r w ill 
mean th a t  th e  exam ined p a irs  of th e  function  values a re  equal and we 
conclude th a t  th e  given function  has the  non-equivalence sym m etry.
More precisely , by defin ition

fro m  which



D ,(D .(x .-x  . ) / ( x . ,x  .) J i i J  i J

( / ( x 0J ) - / ( x I0 ) f  or x = x 0 0

f { x 10) - f { x 0 i ) f  or x =x o i

- f( .X Q i)+ f{X 1Q) f  or x = x io

- f ( x 1 0 ) + n x 0 1 ) f  or x = x n

w hich is obviously equal to  zero  i f f  f { x ^ ) = f { x ^ ) ,  i.e , i f f  th e
eq u a lity  defin ing  non-equivalence sym m etry is sa tis f ie d . T h erefo re ,
th e  check fo r  d e tec tio n  of non-equivalence sym m etry re la tiv e  to  th e
v a ria b le s  x .  and x  . is given by  ̂ J

D ,(D .(x .-x  ,) /) (x )  = 0, VxeB .J  t 1 J  n
In th e  sam e m anner we can t r e a t  th e  s im ila r re la tio n s  fo r  th e  

d e tec tio n  of th e  rem ain ing  sym m etries described  in D efin ition  3. The 
re s u l ts  ob ta ined  a re  given in Table 1.

T a b l e  1
S y m m e t r y D e f  in  i t  i on T e s t  f o r  d e t e c t i o n

E { x  . , x  .} i J / ( > r 0 0 ) II K Ku »-- D ( D . ( ( x . ’ - x  . ) / )  ) ( x ) =0  J i 1 J
x  . , x  .} i  J

II o D . (D . ( ( x .  - x  . ) / )  ) ( x )  =0  j  i  i J
P { X  . , X  .}  1 J f U l l ) / ( ^ 0 2 ) x  .( D . /  ) ( x ) =0 J i
P { x  . , X  1- J f  ( X qq ) it % JK o x  (D . / )  ( x ) =0  J  1
EC { x  . , x  .} i J f l x U ) - 1 © /( X 0 0 ) D (D . ( ( x .  ’ - x  .) ( x . x  . © / ) ) ) (x)  = 0 J i  r J  1 J
NC < x  . , x  .} i  J / ( = 1 ® f { x 01 ) D ( D  . ( ( x  . - x  . ) ( x . x  . ’ © / )  ) ) ( x)  = 0 j  i  i  J i  J
PC { x  . , x  .} i  J f ( x n i = 1 @/ ( x 0 J ) x  ,D . ( x . x  . ©/ )  ( x ) = 0  J i 1 J
PC { x  . , x  r J f [ x i o ] = ! © / ( x 0 0 ) x  ’ D . ( x . x  . ’ © / )  ( x ) = 0  J  r 1 J



In a p ra c tic a l app lica tion  th e  num ber of com putations req u ired
by th e  te s ts  shown in Table 1 can be considerab ly  reduced  by using
th e  f a c t  th a t  (D ./) (x .)  = - ( D . / ) ( x . !), and th a t  th e  t r u th  v ec to rs  of i i l i
a u x ilia ry  fu n c tio n s x .x  x . ’x  x . - x  x . ’ - x  . con ta in  a lo t of

i J 1 J 1 J 1 J n _2zeros. In th is  w ay th e  num ber of com putations reduces to  th e  2
su b trac tio n s . Since th e  num ber of p a irs  o f fu n c tio n  values which
m ust be checked to  exam ine w h eth er a p a r t ic u la r  sym m etry  o r
co-sym m etry  does ex is t in a given fu nction  is equal to  2‘ 1 ^ by
defin ition , th e  te s ts  im plem entable in ex ac tly  th a t  num ber of
ca lcu la tio n s can be considered to  be th e  op tim al ones w ith  th is
re sp ec t.

Illustrative example

To i l lu s tra te  th e  preceding  d iscussion le t us consider th e  
d e tec tio n  of non-equivalence sym m etry N ix^ x^ }  of a th re e  v a riab le  
Boolean fun c tio n  / ( x  ,x  ,x  ) reg a rd ed  as a fun c tio n  on th e  f in ite  
dyadic group of o rd er 3 and given by i ts  t r u th  vecto r f  =
Lf(O)...... / ( 2 n - l) ]T.

Since x  - x  =[0 0 -1 -1 1 1 0 0]T, we need to  ca lcu la te  D (D /  ) * 1 * % d 1w here f  ^ { x - x ^ f  is given by f  =[0 0 - / ( 2 )  - / ( 3 )  / ( 4 )  / ( 5 )  0 0] ;
i t  can be c a rr ie d  out by th e  flow  g raphs shown in F ig .2 ob tained  by
th e  corresponding  m odification  of th e  flow  g rap h s fo r  ca lcu la tio n  of 

and shown in Fig lb.

Since = -(D ^ f)(x  ' ,x  ,x^), th e  la s t p a r t  of the
second s tep  in th is  flow  graph  can be elim inated . F u rth e rm o re , since

X 3)
elim inated , th e  reduced flow  g raph  obtained in th is  way is shown in 
Fig. 2b.

(D ^ /K x j.x ^ ’.x  ), an o ther tw o su b tra c tio n s  can be



- / ( 4)+ /(2 ) / ( 0 ) ‘
- / ( 5 ) + /( 3 ) / ( 1 ) 0

- / ( 2 )+ /(4 ) / ( 2 )

- / (3 )+ /(5 ) / ( 3 )
/ ( 4 ) - / ( 2 ) / ( 4 )
/ ( 5 ) - / ( 3 ) / ( 5 )
/ ( 2 ) - / ( 4 ) / ( 6 ) •

/ ( 3 ) - / ( 5 ) / ( 7 ) •

--------/ ( 2 ) - / (4 )
— / ( 3) - / ( 5 )  

/  „

b.
Fig. 2. a. F l o w  g r a p h  f o r d e t e c t  i on of n{x ,x } 1 2 p r o p e r t y  o f

t h r e e  v a r i a b l e  B o o l e a n  f u n c t  o n s  
b.  The  f l o w  g r a p h  o f  t h e  r e d u c e d  t e s t

C onclusion

"^he Gibbs d eriva tive  on a f in ite  dyadic group w as the  
in itia tin g  concept, a g en era liza tio n  of which lead to  a whole th eo ry  
of Gibbs deriv a tiv es. R epresenting  th e  dyadic Gibbs d if fe re n tia l  
o p e ra to r  in te rm s of p a r t ia l  dyadic Gibbs deriva tives, a m odified 
p ro d u c t ru le  fo r  dyadic Gibbs derivative  is fo rm ula ted . We hope th a t  
th is  re s u lt  can  be a s ta r t in g  point fo r  th e  d eriva tion  of s im ila r 
r e s u l ts  fo r  num erous g en era liza tio n s of th is  o p era to r.

By considering  th e  app lica tion  of p a r t ia l  dyadic Gibbs 
d e riv a tiv es  to  Boolean functions, some new p ro p e rtie s  of th ese  
o p e ra to rs  a re  d iscussed, and a m ethod fo r  d e tec tion  of sym m etry and 
co -sym m etry  p ro p e rtie s  of Boolean functions is proposed. We hope 
th a t  to g e th e r  w ith  E dw ard’s re su lts  re la te d  w ith  fa u lt  de tec tio n  in 
co m b in a to ria l ne tw orks [8,9], th e  re su lt  derived h ere  could
re p re se n t a b asis  fo r  fu r th e r  w ork on th e  app lica tion  of Gibbs 
d e riv a tiv es  in logic design.
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1. Introduction

The concept of a “logical derivative” has been introduced by the work of J.E. Gibbs [1] to provide 
for functions defined on the finite dyadic group D(n) a calculus similar to the differential calculus 
of real functions. Butzer [2], [3], Schipp [4] and others developed a complete theory of “logical 
differentiation” for real functions defined on the interval [0,1).
In this paper we will consider this type of differentiation (which we call Gibbs derivation) in the 
context of signal processing. We first discuss the concepts and tools which are used by us to be 
able to realize effective experiments with 1-D and 2-D signals. The subsequent section deals with 
the experiments we have performed. Finally we give an outlook on other experiments which seem 
to be promising.

2. Gibbs Derivation

For any real-valued function f defined on a finite dyadic group D(n) the Gibbs derivative 
D(f) = fib of f .is defined by

f[11(x) = X {f(x)-f(x®  A(i))}2M 
i=0

where A(i) = (yn„i, yn-2.-,y0) and Yk = 1 if k = n-i-1 and yk = 0 for all k *  n-i-1.



It is easy to show that the Gib-bs derivative defines a linear operation which has as its 
eigenfunctions the Walsh function \|ts as defined in the Paiey-ordering. We have for all s s  D(n)

Vs[1] = ^(s)Vs (2)

where for s = (sn_i,sn-2>—>So) we have \ {s)  = sn-i2n_1 + sn_22n'2 + ... + s0.

Equation (2) shows that the Gibbs derivative is the result of processing f by a linear dyadic 
invariant system with transfer function H given by

H(s) = X(s) for s e D(n). (3)
By this interpretation it is quite clear that a Gibbs derivation operator suppresses the Dc-values of a 
signal and realizes a gain-factor which increases linearly with the spectral parameter s.
On the other hand, we have also the opportunity to consider Gibb derivation as the result of the 
dyadic convolution operation with impulse response h given by

(2n-l)/2 for x = 00...0
h(x) = -21_1 for x = A(i) (4)

0 for all other x.

3. Theoretical Background for the Experiments
We have developed the method base system CAST.FOURIER which provides many important 
software tools to experiment with signals defined on finite Abelian Groups [5]. We will use 
CAST.FSM to investigate by experimentation the effects of the Gibbs derivation operator on 1-D 
and 2-D signals.
If f is a 1-D or 2-D signal we will compute Df : = ft1! with CAST.FOURIER in the following 
way:
(1) in the first step we compute the Walsh transform Sf of f by applying the Fast Walsh-Transform 
algorithm available in CAST.FOURIER,
(2) in the second step we multiply Sf by the transfer function H of the Gibbs derivation operator D 
as given by (3),
(3) in the third step we apply the inverse Walsh-Transform Algorithm to the product H Sf to 
compute Df.
We have to add the information how we want to define the Gibbs derivation operator ior 2-D 
signals. To do this we first remember that the 2-D Walsh-functions \Rs,t are defined by 
¥s,t(x>y) := V|/S(x) w y )  where s,t e D(n) and (x,y) e D(n) x D(n).
For f : D(n) x D(n) —> R the Gibbs derivative Df = ft1! can be defined by



n-1 . n-1
f (x,y) = X[f(x,y)-f(x©A(i),y)] 21' 1 - X [f(x,y)-f(x,y ®A(j))] 2yl

i=0 j=0 (5)

This definition ensures that the 2-D Walsh-functions \|/s>t are - in analogy to the 1-D case - the 
eigenfunctions of D. We have

DVs,t = (s) + ^ (0) Vs,t • (6)

Besides experimenting with the Gibbs derivative we want also to make some experiments 
concerning the approximation of polynomial functions by Walsh-Fourier expansions. It has been 
observed by Polyak and Shreider [6] and independently also by Liedl [7] that in a Walsh-Fourier 
expansion of a polynomial function of degree k all Walsh-Fouriercoefficients c(s) of Walsh- 
functions \|/s, which are generated by more than k Rademacher-functions, have the value zero. 
This is the essential meaning of the “multiplicity theorem” (the number m(\|/s) of Rademacher- 
functions in a Walsh-function \[/s has been called the “multiplicity” of \j/s).
The multiplicity-concept allows the definition of a special class of linear dyadic invariant filters, 
which have special properties for the approximation of signals, especially if these have a shape 
similar to a polynomial.
Finally as the last concept Gibbs derivations of a boolean function will be considered by 
CAST.FOURIER experiments. It can be proven that the following theorem holds for boolean 
functions f : D(n) —>{0,1}.
For any function g : D(n) —> R let bool (g) denote the boolean function derived from g by 

1 if g(x) > 0bool(g)(x) := (7)
0 if g(x) < 0 .

Then for the Gibbs derivative ftd of a boolean function f the following theorem is valid

bool (fib) = f . /g\

.quation (8) shows that the Gibbs derivative of a boolean function f followed by the boolean 
ireshold operation bool reproduces the boolean function. We will show this property also by 
AST.FOURIER experiments in 1-D and 2-D cases of signals.

. CAST.FOURIER Experiments

1 Computation of Gibbs derivatives
; a first task we consider the computation of the Gibbs derivative of 1-D signals and 2-D signals



4.1.1 l-D signals
Figure 1(a) shows the discrete function sin : {0,1,...,63} R given by sin(27t x /64). Figure 
1(b) is the related Walsh-Fourier spectrum Ssin- We apply now the Gibbs derivative to the 
function sin and get as result the function shown in Figure 1(c). Figure 1(d) shows the 
computation of the second Gibbs derivative D2 (sin) of the function sin.

4.1.2 2-D signals
Figure 2(a) shows the considered image “Spanish girl” sg. Figure 2(b) shows the computed 
Walsh Fourier spectrum (where a log-scaling is used in presenting amplitudes). Figure 2(c) is the 
Gibbs derivative D(sg) of sg. Figure 2(d) is the second Gibbs derivative D2(sg) of sg. We see the 
effect of the Gibbs derivative in sharpening the edges of the image.
4.2 Multiplicity filtering 

4.2.1 l-D signals
Figure 3(a) shows for the l-D signal of Figure 1(a) the result of multiplicity low pass filtering of 
order 3 (all spectral components of multiplicity<3 passes). Figure 3(b) is the corresponding 
Walsh-Fourier spectrum. Figure 3(c) shows the signal when it passes a multiplicity low pass filter 
of order 4. We see that the signal is completely reconstructed (the function sin does not contain 
spectral components of order higher than 3). 

r- 4.2.2 2-D signals
Figure 4(a) and Figure 4(b) show the effect of filtering the image “Spanish girl” sp (of Figure 
2(a)) by multiplicity low pass filters of order 6 and order 8, respectively.
4.3 Gibbs derivation of boolean functions
We consider an arbitrarily chosen boolean function f : B6 -» B according to Fig. 5(a). Figure 
5(b) shows the Gibbs derivative g = D(f) of the boolean function. Figure 5(c) shows the result of 
the operation bool on g. We see that, as requested by (8), we get bool D(f) = f.
Finally Figure 6(a) shows a boolean image “cars”. Figure 6(b) shows the Gibbs derivative D(cars) 
and Figure 6(c) shows bool (D(cars)). Again we see that we get the original image “cars” back; 
bool(D(cars)) = cars.

5. Conclusion
The present paper discussed some of the experiments performed with the interactive method bank 
system CAST.FOURIER. The experiment show that with the help of the tool “CAST.FOURIER 
it is quite easy to make the effects of taking Gibbs derivatives of l-D signals (for example 
representing speech information) and 2-D signals (representing images) better understood. 
Furthermore, it is possible to combine Gibbs derivation with other known transformations, e.g. 
with multiplicity filtering. It is our hope that with the performance of such and similar expenments 
we will be able to develop a new type of algorithms for signal processing, especially tor the field 
of image processing.
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F e d e ra l R ep u b lic  o f G e rm a n y

A bst r  act

In th is  paper  we in t roduce a Var ia t ion  on the Gibbs logic der iva t ive  . The 
main d i f fe rence  w i th  respec t  to the Gibbs def in i t ion and i ts var ious  general  
i zat ions is tha t  the f a c to r  j=-/-1 is cons idered in the sequence domain.  It is 
shown that  the logic der iva t ive  as d isc losed in th is  paper  has some bas ic  p r o ­
per t ies  more  analogous to those ot the N ew ton -Le ibn i tz  der iva t ive .  We are 
concerned here w i th  the def in i t ion  and p ro pe r t ie s  of  the logic der iva t ive  only 
fo r  d is c re te  one-d imensional  sequences,  however  the res u l t s  of this paper 
can b.e extended to the case whe re  d iscr e te  sequences are m u l t i p le -d im e n ­
sional.  F u r th e rm ore  we d iscuss  d is c re t e  cycl ic invar ian t  sys tems  which may 
be descr ibed by a l inear logic d i f fe ren c e  equat ion.  Final ly,  it is shown that  
there  is a simple re la t ionship  between the logic der iva t ive  and the ord ina ry  

der iva t ive of general ized func t io ns .

111 V a r ia t io n : (M u s ic ) .  R e p e tit io n  o f  a  th e m e  o r  m elod y  w ith  o rn a m e n ta l n o te s  o r m odi 
f ic a tio n s  in r y th m , tu n e , h a rm o n y  o r  k e y . (M e r r ia m - W e b s t e r  D ic t io n a ry )

T h is  p a p e r  w a s  w r it te n  w h ile  Z h a n g  G ongll w a s  v is itin g  th e  D e p a r tm e n t  o f C o m p u te r  
S c ie n c e  a t  th e  U n iv e rs ity  o f D o r tm u n d  w ith  a R e s e a rc h  F e llo w s h ip  o f th e  G e rm a n  
R e s e a rc h  S o c ie ty  (D F G ) u n d e r an A g r e e m e n t b e tw e e n  th e  N a tio n a l E d u c a tio n  C o m m itte e ;  
o f C h in a  and th e  G e rm a n  R e s e a rc h  S o c ie ty .



I. In t r od uc t io n

The concept  of  logic der iva t ive  was  f i r s t  p re sen ted  by J. E, Gibbs [1 ,2 ,3 ]  

w i th  the p rope r t y  th a t  the Wa lsh  fu nc t io ns  are c h a r a c t e r i s t i c  so lu t ions  of  a 
l inear ope ra t ion  equat ion  j u s t  as tha t  exponent ia l  fu nc t ions  emerge as the 
c h a r a c t e r i s t i c  so lu t ions  of  a l inear  o rd ina ry  d i f fe ren t i a l  equat ion.  Gibbs cal led 

the l inear  ope ra t i on  logic de r i v a t i v e . Even though J.E. Gibbs and B. Ireland 
f u r t h e r  developed th is  idea to der iva t ives  on f i n i t e  abel ian groups LA-1, the 
logic der iva t ive  of  Gibbs has remained assoc ia ted to Walsh fu nc t ions  in many 
la ter  pub l ica t ions .  This is p robably w h y ,  unaware of  LAI ,  Deng Weihang, 
Su weiyi ,  Ren Fuxian [ 5 ]  and C .M o r a g a  [63 i n t rodu ced  as a general izat ion  
of  Gibbs'  der iva t i ve "  a logic der iva t ive  in Z pn and showed tha t  in th is  case the 
Chres tenson  fu nc t io ns  [73 also emerge  as a so lu t ion o f  a c h a r a c t e r i s t i c  value 

problem.

The d is c re t e  Chres tenson  fu nc t io ns  are def ined by

m-1
C H , (n )=  e x p ( j 2 i i £  k n / p )  (1)

K s=0

whe re  k ,n  = 0 ,1 , . . . ,pm -1; k^ ,  n s« , j - / - 1

and
m-1

k = Z  k
s=0

m -1 -s m-1
n=S n 

s=0

m - 1-s
s K

Acco rd ing to the def in i t ion  of  the logic der iva t ive  for  th is  case [4 ,  5, 6 ] ,  
we have

( CHk ( n ) ) (1) -  k CHk (n) (2)

Now we cons ider  the most  s imple and basic case where  m-1 and p-N  > 2 
fo r  the Chres tenson  func t io ns .  In this case the Chres tenson func t ions  are 

just  the k e rn e l  func t ions  of  the d is c re te  Four ier  T ra n s fo r m  ( D M ) :  *

* k(n)= e i27lkn/N , (3)



The re fo re ,  for  the logic der iva t ive  we have:

( ejV?n k r i / N y  1 ) k ej 2 i t k n / N  (4)

Compar ing  w i th  the N ew to n -L e ibn i tz  der iva t ive of exponent ia l  func t i ons :

(eJU)t) • -  jwe-i w l , (5)

there are some quest ions  to be studied in o rd e r  to f ind a (possib ly local) 
re lat ionship  between the Gibbs der iva t ive  ( or a var ia t ion  thereo f )  and the 
New ton-Le ibn i tz  der ivat ive:

(1) Why does the fac to r  j not a f f e c t  the logic der iva t ive  of  the exponent ial  
r unct ions?

(2) It is known that  the exponent ia l  func t ions  e x p ( j 2 u k n / N )  are per iodic:

e j 2 tc( k + N ) n / N  _ e j 2 n k n / N  

is i ts logic der ivat ive  also per iod ic?

In this paper  we present  a var iat ion  on the logic der iva t ive of  Gibbs in ord er  
to give an answer  to the quest ions  s ta ted above.

II. A Va r ia t i on  on the Logic Der iva t ive

l e t  f (n ) ,  n -0 ,1 , . . . ,  N-1, be a one-d imens ional  complex sequence.  f (n )  can
be expressed  as

f (n)=  - Z  F ( k ) e j 27lkn /N
N k=0 (6)

where  L(k) is the d iscr e te  Four ier  t r a n s f o r m  of f (n ) and

F(k ) = N£ 1f ( n ) e - i 2 'r tk n /N  (7)
n=0

Def in i t ion 1:
the logic der iva t ive  of a one-d imens iona l  complex  sequence f (n )  is def ined



f t1 )(n) = NZ 1 F(k)(e->2^ k n / N ) M) (8)
N k=0  ̂ *

^ e j 2 n k n / N y i )  = j k e j 2 n k n / N  (g)

In the more general  case of  some per iod ic  func t ion  w i th  per iod N we 
cons ider  P -  0 ,  1, . . . ,Q w i t h  Q >N . We def ine

£ eJ 2 * J n / N y i )  = j [ e ] e j 2 T r 5 n /N  (10)

whe re  [ f l  ]  s t ands fo r  the res idue  o f  P modulo N.

Obviously,

£e J 2 x k n / N y i )  = £eJ 2 x (k  + N ) n / N y i )  = j [ ( k + N ) ]  ej 2 n k n / N  

j ^ e j2n  k n / N

since [ N ]  = 0 modulo N (13)

Def in i t ion  2:

Let d(n) = ~  V  j k e j 2 7 l k n / N  ( H )
N k=0

It is easy to prove tha t

N-1
f m (n) = f ( n ) * d (n )  = £  f ( x )d (n  © x) (15)T = 0

where  0  s tands f o r  su b t ra c t io n  mod. N.

It fo l lows that  d(n) can be computed as shown below:

1 1 1 . . . 1 0 ~ ( N - 1 ) / 2

1 p
E E '  . . . N- 1E j 1 / ( E 1 — 1)

( 1/N) 1 2  4e e  . . . 2 ( N - 1) e i  2
=  j

1 / ( e  2 -1)

1 N - 1  2  ( N - 1)P £ j ( N  - 1) _ 1 / ( e N' 1-1 )



Then we have:

d Cn) =

j (N - 1 ) / 2  i f  n=0 ,

j / ( e n-1) if n^O

(16)

III. P rope r t i es  of  the Va r ia t i on  on the Logic Der iva t i ve

P1. The logic der iva t ive opera t ion  is l inear:

( a f ^ n )  + b f 2 ( n ) ) ' 1) = a f ^ ’ t n) + b f 2(1) (n) (17)

where  a, b are any complex numbers .

If f (n)  = <p(n) + J<J)(n), w e re  <p(n) and c]j(n ) are real  valued 

sequences, we have:

f t1) (n) = ■pt1) I j i) + (n)

Proof :  Set  a = 1+jO and b = 0+j1 in Eq. (17).

P2 The logic der ivat ive of  a cons tant  is ze ro .

( c ) ( 1 ) = 0
P3. Let f ( n ) <----- >F(k) denote th a t  F(k) is the d is c re te  Four ier

t r a n s fo rm  of f (n ) ,  then f l1 ) (n)< > j k F (k ) and

( - j n ) f ( n )  <-----> Ft1) (k)

(18)

(19)

P 4 .

P 5 .

( c o s 2 „ k n / N  ) ” > = i ( e i 2 ’ k n / N  , e ^ l2 ’ k n / N  ) " >

= J ( , ke) 2 " k n /N - |k e U 2 » kn /N )

= - k s in2 i i  k n / N

( s i n 2 k k n / N )  111 = i ( e | 2 , k n / N  .  e i 2« - 2k< ) ‘ ”

( j k e i 2” k r i / N  + jke” )2 u k n / N  )

(2 0 )



Not ice  tha t  p ro pe r t ie s  P4 and P5 do not hold fo r  Gibbs der iva t ives

VI Cycl ic  Invar ian t  Sys tems  

(r )Def in i t ion 3 . The r - t h  der iva t ive  f (n) o f  fCn) is def ined by

where  f (n ) < -

(ej2 7 t k n /N  ) (r) = (j k ) r ej 27 tk n /N  ( 2 2 i

f ( r ) (n) = -  S 1 F ( k ) ( j k ) r e i27 tkn /N ( 2 3 )  
N k=0

— >F (k ) .

The d i s c r e t e  uni t  impulse func t i on  8Cn) is def ined by

5(n)= 1 , i f  n=0 

0 , if n ^ O .

Obviously, 5 (n ) <----->1,

8 C1) (n ><—-— >Jk (24)

and 8<r) (n)< —  >( jk) r

With eqs. (7) and (24) we obtain

i .e.

8(1) (n) = - 1 -  Z j k e i 27 tkn /N  
N

d(n) -  5<1)(n) (26)

and f(n)  =f (n)  *  S(n)

f t1) (n) = f (n)  *  8<1)( n ) ,

f ( r ) (n) = f (n)  *  S( r ) (n).



Let F(k) <-----> f (n ) .  Then we have:

F(k © k ) = V  f (n)  e j 2 T r (k © k D) n / N  
k=0

_ g j27 tk0 n / N  f (n) e j 2 n k n / N  

k=0

= e j27 i k Qn / N  F(|<)

i.e. F ( k © k 0 ) <—  > f ( n ) e j 27tk° n / N

Using this sh i f t  o p e r a t i o n  in the  sequency domain it is simple to show 
that  fo r  modulated s ignals we have the fo l lowing p ro pe r t y .

f (n) sin2'n:l<Qn/N <---- > (F( k ©kg )  - F C k © \<q ) ) / 2  j
(27)

f(n) cos2nkQn/N <---- > fF (k 9 kq ) + F(k © kQ) ) /2

Def in i t ion 4.
A f i n i t e  d is c re te  l inear  cycl ic invar ian t  sys tem is a convolut ional  system 

rep resen ted  as

x ( n ) -----> ----->y(n)

where  x(n) is the input  func t ion  or source func t ion  and y(n) the o u tp u t  f u n c ­
t ion or response func t io n .  The input and output  func t ion  are re la ted by a 
f in i te  d is c re te  l inear der iva t ive equat ion;  i .e.,

b y ̂  (n) + bq_^y (n) + ... + bQy(n) =

-  a r x ^ ( n )  + a r ^x r̂ ^ ( n )  + ... + aQ x(n ) ,  ( 28 )

where 8^5*0.

A f te r  comput ing the d iscr e te  Four ier  t r a n s f o rm  for  the equat ion we obtain I

I  b.(jk)' - X(k) z  a.fjk)' i 0 1 I 0 1Y(k)



which can be r e w r i t t e n  as

Y(k )=  H (k ) X ( k ) , (29)

where  q r
2  b,(Jk)

H(k)=. — — ----------- , xCn)<----- >X(k) and y(n)<------ >Y(k).

£  a . ( j k )1 1=0 1
Let h(n)<----->H(k).  If x (n)=S(n),  then y (n)=  h(n).  We  recogn ize  th a t  h(n)

is the impulse res pon se  fu nc t io n ,  which  only depends on the sys tem.  We con ­
sider  H(k)  to be a re p re s e n ta t i o n  of  the sys tem in the sequency domain and 
h(n) the rep re s e n ta t i o n  in or iginal  domain as shown below:

x ( n ) ----- > h(n) ----->y(n)

X (k) H(k) Y(k)

w i th y (n )=x (n ) *h (n ) (30)

and Y ( k ) = X ( k ) H ( k ) .

VII .  Relat ionship between the Logic Der ivat ive  and the Ordinary  
Der iva t ive of Genera l ized Funct ions

As ea r l ie r  ment ioned , the logic der iva t ive  is d i f f e r e n t  f r om  the ord inary  
der iva t ive ;  but  there  is a re la t i onsh ip  between the logic der iva t ive  and the 
ord inary  der iva t ive  of  genera l ized func t i ons .

Let X(w) be the Four ier  t r a n s f o r m  o f  a func t ion  x ( t ) ,  and let X(w) be the 

one of the sampled signal x ( t )  :

00
xU) = £  x ( n t ) S ( t - n t )

n=- oo



Def ine a func t io n  x ^ ,  which  cons is ts  o f  an in f in i te sum of  fu nc t io ns  x 
sh i f ted  by integer mul t ip les  of  T:

CO
xT (t) = Z x ( t  -  nT) (32)n=-co

We c o n s t r u c t  now the d is c re t e  func t ion  x T by spec i fy ing  values of  this 

func t ion  fo r  m t ,  whe re  T = Nx and m = 0, 1, ... . N-1. Then we have:

CD .  ,
x j m t )  = Z  x ( (m  + nN) t  ) (33)

n = -  oo

It is known th a t  the Four ie r  T ra n s f o r m  of a S d is t r i bu t i on  is given by:

8 ( 5 (t - v t)  ) = e “ jwvT (34)
(see e.g. [ 8 3 ,  eq. 2 -5 3 )

It is s imple then to prove tha t  the Four ier  T ra n s f o r m  of x ( t )  given in eq. 
(31) is:

^  CO
X(co) = 2  x (v t )  e ~ J u v t  ( 3 5 )

V -  ~ co
Now we exp ress  the inf in i te  sum in t e rm s  of per iods  o f  length N and get :

~  co (n+1) N - 1
X(u>) = 2  Z x(v t )  e Jwvt

n = -c o  v=nN

which leads to the fo l lowing,  if we rep lace "v -  nN " by "m "  :

X(co) -  NZ1 Z x ( ( m r n N ) t ) e ^ wnlTe -JunNx
m=0 n=-oo

and using eq. (33) we obtain:

X(co) = NZ 1 x (mt)  e ~j urnt e ~ jwnNl m = 0 7
Finally we let co -  2 n k / ( N x ) ,  leading to:

N-1
X ( 2it k /  (Nx) ) = Z x ( m t ) e " j 27 :mk/N  

m=0

f rom where

x (m t !  ^ N 1 Z x ( 2 t t k / ( N i ) ) e j27:kr r i /N k=0



The logical  der iva t ive  of  x T (mx) is given by

x l1,(mt) = hTlN Z 1 j k  X (k2n : / Nx )  ei27tkm/N (37)
T k=0

Suppose Jp(t) r e p re s en ts  the o rd ina ry  der iva t ive  o f  the sampled func t ion  

x ( t )  :
CD CD
Y  x ( n x ) SCt -  nt )  ) '  = Y  x(nx  )S'(t -  nx) 

n=-oo n=-co

whe re  8 ' ( t - n x )  denotes  the o rd ina ry  der iva t ive  o f  S( t - nx ) .

Since jwX(to) is the Four ie r  t r a n s f o r m  of  ip( t) ,  we obtain

«p'(nx) = N " 1 S  1j ( k2 i x /N x )X (k 2T i : /N x )  ei27 l kn /N  (36)
T k=0

CO ^  CO
where  tp ( t ) ~  Y  t p ( t '~ n T ) ,an d  <p(t)= ^]<p(nx)S(t — nx). ( 3/ )

T n=-co n=-co

T h e r e fo re ,  f r om  eqs. (34) and (37) fo l lows tha t  the logic der iva t ive  o f  the 

sequence of func t io n  values x ^ t n x ) ,  n -0 ,1 , . . . ,N-1 ,  of  a func t i on  x ^ t t )  is equal 

to the sequence of values ip^tnx), n=0,1, . . . ,N-1,  of  the func t ion  <PT ( t ) ,  up tp a 

scal inq f a c t o r  2x t /Nx,  whe re as  the sampled signal  <p t ( t )  is the ord inary  

der iva t ive  of  the sampled signal x^ ( t ) of  the func t ion  (t) .

<p (nx) = —•— x ( 0 (nx) (38)
T Nx T

VII I  Conc lus ions

We have shown that  by in t roduc ing a var ia t ion  on the Gibbs der iva t ive 
it is possible to obtain some local re la t ionsh ips  between Gibbs and New ton-  
Leibr i i tz der iva t ives .  It becomes apparent ,  that fo r  higher dimensional  t r an s  
fo rm s  there  are many fo rm s  ol in t roduc ing va r ia t io ns : the f a c to r  jk of eq. 
(9) wi l l  become jx, whe re  x is a coding on the components  k 1>. . . , k r of k 

(assuming an r -d imens iona l  c a s e . )

<p ( t)=d (x( t) )  / dt  =(
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ABSTRACT: In th is  p ap er we d esc rib e  a p ro g ra m  package fo r
c a lc u la tin g  th e  values of Gibbs d e riv a tiv es  on f in i te  A belian 
groups. We use th e  m a tr ix  re p re se n ta tio n s  of Gibbs d e riv a tiv e s  w hich 
enable us to  define  FFT -like p a ra lle l a lg o rith m  fo r  c a lcu la tio n . For 
p rogram m ing  re a liz a tio n  we use th e  program m ing  language Ada.

1.INTRODUCTION

P ro g ram s f o r  im plem entation  of FFT (the a lg o rith m  fo r  e f f ic ie n t  
com pu ta tion  of DFT) a re  today  a s ta n d a rd  p a r t  of s o f tw a re  equ ipm ent 
of any com puter, ranged  from  PC to  th e  la rg e  com pu ter system s. T hese 
p ro g ram s can be easily  m odified to  be ap p licab le  fo r  th e  c a lc u la tio n  
of th e  g en era lized  F o u rie r tra n s fo rm  on f in ite  A belian g ro u p s [1] as 
w ell as  on f in ite  non-A belian  groups [2].

Gibbs d e riv a tiv es  on f in ite  groups (see, fo r  exam ple [3,4] fo r  
A belian and [5] fo r  non-A belian case) fo rm  a c la ss  of d i f fe re n t ia l  
o p e ra to rs  closely  re la te d  to  th e  g en era lized  F o u rie r t r a n s fo rm  on 
f in i te  groups. To su p p o rt th e ir  possib le  g re a te r  a p p lica tio n  in



d if f e r e n t  a re a s , as fo r  exam ple in lin e a r  system  th e o ry  [4,6,7], 
s ig n a l p ro cess in g  [8], logic design [9], some F F T -like  a lg o rith m s 
fo r  n u m erica l ev a lu a tio n  of th ese  o p e ra to rs  a re  developed [10],

In th is  p ap e r we give th e  p rogram m ing  re a liz a tio n  of th ese  
a lg o rith m s, r e s t r ic t in g  ourselves to  Gibbs d e riv a tiv es  on f in i te  
A belian g roups. F o r p rogram m ing  re a liz a tio n  we use th e  p rog ram m ing  
language Ada w hich su p p o rts  our in ten tio n  to  ex p lo it a g re a t  
p a ra lle lism  in h e re n t in th e  a lg o rith m s proposed  in [10]. In th is  w ay 
we o b ta in  h ighly p a ra lle l easily  im plem entab le  a lg o rith m s and 
su b seq u en tly  p ro g ram s fo r  th e  com puta tion  of th e  Gibbs d e riv a tiv e  of 
a given fu n c tio n  on a f in ite  A belian group.

U sing th e se  p ro g ram s th e  com plexity  of com pu ta tion  o f a Gibbs 
d e riv a tiv e  is ap p ro x im a te ly  equal to  th e  com plex ity  of com pu ta tion  
of th e  F o u rie r  t ra n s fo rm  on th e  given group  [11],

2. NOTATION AND DEFINITIONS

To m ake th is  p a p e r se lf-c o n ta in e d  we w ill re p e a t b r ie f ly  some 
n o ta tio n s  and d e fin itio n s  fro m  [10].

L et G be a f in ite  Abelian group  of o rd e r g. We a s so c ia te  to  
each  g roup  elem ent one n o n -n eg a tiv e  in te g e r fro m  th e  se t 
[0 ,1 ,. . . ,  g - l )  p rov id ing  th a t  0 is a sso c ia te d  to  th e  group  
id e n tity . In w hat fo llow s th e  group elem ents w ill be id e n tif ie d  w ith  
th e  n o n -n eg a tiv e  in te g e rs  a sso c ia te d  w ith  them .

We assum e th a t  G can be re p re se n te d  as a d ire c t  p ro d u c t of isom e subgroups of o rd e rs  g .,g  resp ec tiv e ly , i .e .,
n n
x G. , 

i= l 1
s = n g , £=1 gf  gz £ -

*ocVI (1)



The convention adopted  above fo r  d en o ta tio n  of group  e lem en ts 
app lies to  th e  subgroups G as w ell. Due to  th is  a ssu m p tio n  each 
x<=G can  be uniquely re p re se n te d  as:

w ith

x  = Y a .x .,
• , 1 1i= l

x . eG ,, x e tl,i i

n
n g , i= i . . . ■ ,n - 1

J = i+i J
i , i=n

w here  g . is th e  o rd e r of G J J
The group o p era tio n  © of G can be ex p ressed  in te rm s  of th e  

group o p era tio n s  ° of th e  subgroups G. , i= l , . . . ,n  as:

*  ° y  =  U I !  y l ’ x 2°y 2   y n °  y n > '  x ' y s G ’ ( 3 )

The Gibbs d e riv a tiv e  on f in ite  g roups is d efined  in [10] as 
f  ollow s

D e f in i t io n  1. The Gibbs deriv a tiv e  
G o f o rd e r  g is defined  by:

Dg on a f in ite  A belian group

D = g 1 K G V* g
w here  Ik is th e  igxg) m a tr ix  of group c h a ra c te r s  of G, G =

*d ia g (0 ,l, . . . ,g - l) ,  and J? denotes th e  tra n sp o se  co n ju g a te  of kk.

For num erica l ca lcu la tio n s i t  is m ore convenient to  use th e  
d e fin itio n  of th e  Gibbs d e riv a tiv e  in te rm s  of p a r t ia l  Gibbs 
d e riv a tiv es , defined  as follow s.



D e f in i t io n  2. Let- G be re p re se n ta b le  in th e  fo rm  (2). The p a r t ia l  
G ibbs d e riv a tiv e  D. w ith  re sp e c t to  th e  v a ria b le  x  is  d efined  as:

w ith

D. =i
n
®

J=1
A .J

A . =J

D
g J j  = i 

j  * i

(4)

w h ere  I is  a (g xg  .) id e n tity  m a tr ix , and ® deno tes th e  •J J  J
K ronecker p ro d u c t.

D efin itio n  1. can be re w r i t te n  in te rm s  of th e  p a r t ia l  
d e riv a tiv e s  as  fo llow s.

D e f in i t io n  3. The Gibbs d e riv a tiv e  on a f in i te  group  G o f
o rd e r  g is  given by [10]:

D g  -  jI  a . D., (5)

w h ere  th e  c o e ff ic ie n ts  a . a re  defined  by (2).

3. FAST ALGORITHM

To o b ta in  an e f f ic ie n t a lg o rith m  fo r  th e  com p u ta tio n  of th e  
Gibbs d e riv a tiv e  on ' f in i te  A belian groups it  is convenien t to  s t a r t  
fro m  th e  d e fin itio n  of th e  Gibbs d e riv a tiv e  in te rm s  o f p a r t ia l  
Gibbs d e riv a tiv e s , th a t  is, fro m  D efin ition  2.

A ccording to  th is  d e fin itio n , th e  i - t h  p a r t ia l  Gibbs d e riv a tiv e  
is d esc rib ed  by a sp a rse  m a tr ix  D. ob ta ined  as th e  K ronecker p ro d u c t 
of th e  m a tr ix  of th e  Gibbs d e riv a tiv e  on th e  subgroup G and a 
num ber of id e n tity  m a trice s . As is no ted  in [10], th e re  is a s tro n g  
s im ila r i ty  betw een  th e  m a tr ix  D. and th e  m a tr ix  d esc rib in g  th e  i - th



tep of th e  FFT on G. I t  fo llow s th a t  we can  a s so c ia te  d ire c tly  to  
th e  flow  g rap h  of a f a s t  a lg o rith m  s im ila r  to  th e  flo w  g ra p h  of 

- th  s te p  of a FFT on G. Both flow  g rap h s  have id e n tic a l fo rm s. The 
veights in our flow  g rap h  a re  de te rm ined  by non ze ro  e lem en ts  of D 
n a m anner equal to  th a t  used in d esc rib in g  th e  FFT. T his is b e s t 
;xp lained  by some exam ple.

E xam ple : L et G = Z = { 0 ,1 ,2 ,3 ,4 ,5 ,6 ,7 ,8 ,9 ,10,11,12 ,13,14,15,
l o

16,17; o } be th e  group w ith  th e  group o p e ra tio n  d efin ed  in T ab le  1. 
The g roup  re p re se n ta tio n s  of Z over th e  com plex f ie ld  a re  th elo
Vilenkin C hrestenson  fu n c tio n s  shown in a m a tr ix  fo rm  in F ig .l.

The g roup  Z ■ can be considered  as th e  p ro d u c t Z ^ = Z ^ xZ ^ xZ y
w here  Z ={ 0,1; ° } is th e  cyclic group of o rd e r  2 w ith  m odulo 2

3ad d itio n  as  group o p era tio n , and Z^={ 0.1.2; °> is .  th e  g roup  of 
in te g e rs  le ss  th a n  3 w ith  modulo 3 ad d itio n  as  g roup  o p e ra tio n .

T h e re fo re , any com plex fu n c tio n  /  on Z can  be co n sid e red  aslo
a th re e  v a ria b le  fu n c tio n  f [ x , x , x ^ ) ,  x ^e Z^  and x ^ x ^ e Z ^ .  The
m a tr ic e s  D , D and D of th e  p a r t ia l  Gibbs d e riv a tiv e s  r e la tiv e  to
th e  v a ria b le s  an d x  ̂ a re  s^own a t .Fig. 2 a ,b ,c , re sp ec tiv e ly .
The co rresp o n d in g  flow  g rap h s a re  shown in F ig .3 a ,b ,c . The Gibbs
d eriv a tiv e  we c a lc u la te  as D = 9D + 3D + D , acco rd in g  to  (5).

l o  1 Z 3

4. PARALLEL ALGORITHM

From  F ig .3 i t  is obvious th a t  th e  f a s t  a lg o rith m s fo r
ca lc u la tin g  p a r t ia l  Gibbs d eriv a tiv es , by v ir tu e  of th e ir  n a tu re , 
a re  th e  highly p a ra lle l a lgo rithm s. The sam e ap p lies to  Gibbs 
d e riv a tiv e  since i t  is  ex p ressed  as a  lin e a r  com bination  of p a r t ia l  
d e riv a tiv es .

Due to  th is  f a c t  we deduce fro m  D efin ition  2. th e  fo llow ing  
p a ra lle l  a lg o rith m  im plem entable on a m u ltip ro cesso r system .



PARALLEL ALGORITHM FOR CALCULATION OF GIBBS DERIVATIVE 

S te p _ l. [In itia liza tio n ].
i: =0; fo r  i:= i+ l w hile i^n  re p e a t th ro u g h  s te p  16.

S te p  2. [The g, p a ra lle l  a r ith m e tic  p ro c e sso rs  a re  actived];
Do th ro u g h  s te p  13 p a ra lle l
[ k is  sign  of th e  k - th e  p ro cesso r, k<={l,2,...g,}]

S tep_3 . [The w eigh t m a tr ix  of th e  i - th  p a r t ia l  d e riv a tiv e  is 
g e n e ra te d  and tra n s p o r te d  in th e  p ro c e s so r’s m em ories];

_ kCom pute t . (j) := w .(k ,j)  fo r  j: =1,1,2...... g..
i - 1

S tep  4. Com pute Ng:= IT g . and Gk ;= g /N g /g  ,
j = l  J 1

S tep_5. L et 1 := 1; jp  := 0;
s te p  6. j0 := 0 ; fo r  J0:=j0+1 w hile jO s  Ng re p e a t th ro u g h  s te p  13. 
S tep_7 . jl := 0 ; fo r  j l := jl+ l w hile j l  £ Gk re p e a t th ro u g h  s te p  12. 
S tep_8 . L et jp := jp+ l;

j2 := 0 ; fo r  j2 := j2 + l w hile j2  s  g. re p e a t s tep  9.

S tep_9 . L et tu (j2) := f (jp ); jp  := jp  + Gk;
S te p  10. [Each p ro cesso r com putes one values of th e  p a r t ia l  
deriv a tiv e];

k s i k kCom pute d .( l)  := ^  t . ( s )  * b .(s ) ;  
s= l

S te p _ l l .  [The p a r t ia l  d e riv a tiv e  is m u ltip lied  by a p p ro p ria te  
w eight];

Com pute d^(l) := a(i) * d^(l);
S tep_12. L et 1: =1+1;
S tep  13. L et jp:=jp+G k;



Step 14. [The values of th e  Gibbs d e riv a tiv e  a re  ca lcu led  by 
adding of p a r t ia l  derivatives];

L et Nn:=Gk*Ng; s:= l;
1:=0; fo r  1:=1+1 w hile 1 £ Nn re p e a t th ro u g h  s te p  16.

Step 15. k:=0; fo r  k:=k+l w hile k i  g re p e a t s te p  16.
s te p  16. L e t  D .(s )  := D. (s) + d^fCl); s := s + l;----------  l l - l  l '
3 tep_17 . [D ( s )  f o r  s : = 1 ,2 , . . .  , g a re  th e  values of th e  Gibbs 

d e r  i v a t  i ve]
E n d .

An im plem entation  of th e  p a ra lle l a lg o rith m  d esc rib ed  above on
th e  m u ltip ro c e sso r system  is i l lu s tra te d  in F ig 4. W ith th is  sy stem
it is  assum ed th a t  th e  fu n c tio n  f  is given by a t r u th  v e c to r  f  =
( /  , /  , . . . , /  ). This vec to r is s to re d  in itia lly  in th e  m em ory of 

i  z  g

th e  co n tro l p ro cesso r. At th e  end of th e  com pu ta tion  th e  values of 
th e  Gibbs d e riv a tiv e  w ill be s to re d  also  in th is  m em ory.

The values of th e  Gibbs d e riv a tiv e  a re  com puted seq u en tia lly , 
s te p  by step , th e  values of th e  f i r s t  p a r t ia l  d e riv a tiv e  f i r s t ,  th en
th e  values of th e  second d e riv a tiv e  and f in a lly  th e  values of th e  
n- t h  p a r t ia l  Gibbs derivative .

For th e  com putation  of th e  i - th  p a r t ia l  d e riv a tiv e  g .,
a r ith m e tic  p ro cesso rs  a re  used. Each of th e  a r i th m e tic  p ro c e sso rs  is 
capab le  of p e rfo rm in g  some e lem en tary  tra n s fo rm s  on th e  d a ta  s to re d  
in its  own m em ory under th e  g en era l co n tro l o f th e  co n tro l 
p ro cesso r. Those a re  th e  tra n s fo rm s  defined  by s tep  10. and s te p  11. 
In one cycle, th e  g. te rm s  of th e  fu n c tio n  /  a re  t r a n s p o r te d  by th e  
co n tro l p ro cesso r to  th e  e n tire  ensem ble of a r ith m e tic  p ro c e sso rs , 
and s to re d  in th e ir  local m em ories. E ach  a r i th m e tic  p ro c e sso r  
independently  com putes one value of th e  p a r t ia l  i - t h  Gibbs
d eriv a tiv e  by sim ply m ultip ly ing th e  s to re d  values of f  by th e



a p p ro p r ia te  w eigh t (a lso  s to re d  in local w eigh t a r r a y  t) ,  and 
f in a lly  add ing  th e  re su ltin g  p roduc t.

When a ll th e  in p u t te rm s  have been p ro cessed  th e  p ro c e s s o rs ’ 
m em ories have accu m u la ted  th e  in te rm e d ia te  r e s u lts .  T his s e t  of
te rm s  can  th e n  each  be tra n s fo rm e d  independen tly  and c o n c u rre n tly  
acco rd in g  to  th e  s te p  11.

A fte r  p e rfo rm in g  th e  g . independent Nn poin t t r a n s fo rm s , th e  
c o e ff ic ie n ts  of th e  i - th  p a r t ia l  Gibbs d e riv a tiv e  a re  t ra n s p o r te d , 
in o rd e r  to  th e  c o n tro l p ro cesso r, in a r r a y  D in i ts  m em ory.

The co n tro l p ro c e sso r com putes th e  values of th e  Gibbs
d e riv a tiv e  by sim ply adding th e  a p p ro p ria te  va lues o f p a r t ia l  
d e riv a tiv e s .

F o r th e  p rogram m ing  re a liz a tio n  of th e  d esc rib ed  p a ra lle l
a lg o rith m , th e  p ro g ram in g  language Ada is used. The p ro g ra m  is
p re se n te d  as A ppendix 2. N ote th a t  th e  a r ith m e tic  p ro c e sso rs  a re  
p re se n te d  as a r r a y  of p a ra lle l ta sk s  [12].

5. C O N C L U S I O N

T his p ap e r is concerned  w ith  th e  p ro g ram  f o r  th e  ev a lu a tio n  of 
th e  values of th e  Gibbs d e riv a tiv e  of o rd e r k  of a com plex fu n c tio n  
on a f in i te  A belian group. The p ro g ram  is based  upon th e  m a tr ix
re p re s e n ta t io n  of Gibbs d e riv a tiv es  w hich enable th e  fo rm u la tio n  of 
an  e f f ic ie n t  p a ra lle l a lgo rithm .

The p ro g ram  is w r i t te n  in th e  program m ing  language Ada, w hich 
h as  su ita b le  m echanism s fo r  th e  d esc rip tio n  of p a ra lle l ta sk s . In 
th is  w ay we ob ta in  an e ff ic ie n t p ro g ram  su itab le  fo r  im p lem en ta tion  
on m u ltip ro c e sso r system s.

We hope th e  re s u l ts  p re sen ted  h ere  w ill s tim u la te  f u r th e r  
a p p lica tio n  of Gibbs d e riv a tiv es  in th o se  a re a s  w here  th e ir  
n u m erica l ev a lu a tio n  is possib ly  req u ired .
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Fig. 2. Matrices of the partial Gibbs derivatives
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APPENDIX 2.
p r o c e d u r e  MAIN is 

u se  PACCOMPLEX
— PACCOMPLEX is e x te rn a l package fo r  com plex ca lcu ls  

ty p e  COMPLEX is 
r e c o r d

R: FLOAT;
Y: FLOAT; 

e n d  r e c o rd ;
t a s k  ty p e  PROCESSES is

e n t r y  TIN (II: in  INTEGER, Tl: in  COMPLEX); 
e n t r y  FIN (12: in  INTEGER, FI: COMPLEX); 
e n t r y  BAD (Gl: in  INTEGER); 
e n t r y  DAD (14: in  INTEGER, Al: COMPLEX); 
e n t r y  DOUT(I5: in  INTEGER, Dl: o u t COMPLEX); 

end;
PROC: a r r a y  (INTEGER ra n g e  <>) o f  PROCESSES;
B,D,F: a r r a y  (INTEGER ra n g e  <>) o f  COMPLEX;
G: a r r a y  (INTEGER ra n g e  <>) o f  INTEGER;
W: a r r a y  (INTEGER ra n g e  <>, INTEGER ra n g e  <>) o f  COMPLEX; 
DD,FPOM: COMPLEX;
I, J l, J2, J3,L,N,NG,GI,GG,GK, JPOM, JPO: INTEGER; 
b e g in

input(N ); input(F ); input(G );
GG := 1;
f o r  I in  1..N loop 

GG := GG * G(I); 
e n d  loop;
f o r  I in  1..N loop 

GI := G(I); 
inpu t (W);
f o r  Jl in  1..GI loop 

f o r  J2 in  1..GI loop
PR0C(J2).TIN(J1,W (J2, Jl)); 

en d  loop; 
en d  loop;
NG := 1;
f o r  Jl in  1..I-1 loop 

NG := NG * G(J1); 
e n d  loop;
GK := (GG/NG)/GI;
JPOC:= 0;
L : = 1;



f o r  JO in  1..NG loop 
f o r  J1 in  1..GK loop 

JPOM := JPOC +J1; 
f o r  J2 in  1..GI loop 

FPOM := F(JPOM); 
f o r  J3 in  1..GI loop

PROC(J3).FIN(J2,FPOM); 
end  loop;
JPOM := JPOM + GK; 

end  loop;
f o r  J2 in  1..GI loop 

PROC( J2).BAD(GI); 
en d  loop;
f o r  J2 in  1..GI loop

PR0C(J2).DAD(L,GK*GI); 
en d  loop;
L := L+l; 

en d  loop;
JPOC := JPOC + GK; 

en d  loop;
L := 1;
f o r  JO in  1..NG loop 

f o r  J1 in  1..GK loop 
f o r  J2 in  1. .GI loop

PR0C(J2).D0UT(J1,DD); 
D(L) := D(L) + DD;
L := L+l; 

end  loop; 
end  loop; 

en d  loop; 
e n d  loop; 

end  MAIN.



t a s k  b o d y  PROCESSES is  
u se  PACCOMPLEX;
I,J,G L,A : INTEGER;
POM: COMPLEX;
T,D,B: a r r a y  (INTEGER ra n g e  <>) o f  COMPLEX; 

b e g in  
loop

s e le c t
a c c e p t  TIN(I1: in  INTEGER, Tl: in  COMPLEX) do 

I := 1+1;
TCI) :=T1; 

end; 
o r

a c c e p t  FIN (12: in  INTEGER, FI: in  COMPLEX) do 
I := 12;
BCI) := FI; 

end; 
o r

a c c e p t  BAD(G1: in  INTEGER) do 
POM := 0;
GL := Gl;
f o r  J in  1..GL loop

POM := POM + B(J ) * T(J); 
e n d  loop; 

end; 
o r

a c c e p t  DAD(I4: in  INTEGER, Al: in  COMPLEX) do 
I := 14;
A := Al;
D(I ) := POM * A; 

end; 
o r

a c c e p t  DOUT (15: in  INTEGER, Dl: o u t COMPLEX) do 
I := 15;
Dl := D(I); 

end;
e n d  s e le c t ;

en d  loop;
e n d  PROCESSES.
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A b s tra c t :  In th is  p aper we define th e  p a r t ia l  and g lobal
d if fe re n t ia l  o p e ra to rs  on th e  space C(G) of a ll fu n c tio n s  fro m  a 
f in i te  A belian group G in to  th e  com plex f ie ld  C. The m ain p ro p e r tie s  
of th e se  o p e ra to rs  a re  stud ied .

C onsidering th e  m u ltip le -va lued  (MV) fu n c tio n s  as th e  fu n c tio n s  
belonging to  C(G) tak in g  th e ir  values in Z ^cZcC, ^  is show n th a t

P
some sym m etry  p ro p e r tie s  of th ese  fu n c tio n s  can be d e te c te d  using  
th e  p a r t ia l  d e riv a tiv es  in troduced .

1. INTRODUCTION

In eng ineering  p ra c tic e  th e  elem ents of c e r ta in  fu n c tio n a l 
spaces a re  usually  employed as th e  m a th em atica l m odels of s ig n a ls . 
In th is  se ttin g  th e  signals a re  fre q u e n tly  id e n tif ie d  w ith  th e  
fu n c tio n s re p re se n tin g  th e ir  m a th em atica l m odels. S everal c la sse s  of 
signals can be d istingu ished  w ith  re sp e c t to  th e ir  m a th em a tica l 
models.

Continuous signa ls  a re  described  by fu n c tio n s  of con tinuous 
v a riab le s . C ontinuous sig n a ls  of continuous am plitude  a re  som etim es
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ca lled  analogue sig n a ls . The b est known exam ple is th e  s ig n a ls  
m odelled by fu n c tio n s  m apping th e  r e a l  line (R in to  i ts e lf ,  o r in to  
th e  com plex f ie ld  C.

S ignals re p re se n ta b le  by d isc re te  fu n c tio n s  a re  ca lled  d is c re te
sig n a ls . U sually , th e  dom ain of th e ir  m a th em a tica l m odels is th e  se t
of in te g e rs  2, o r one of i ts  su b se ts , fo r  exam ple, 1 , th e  s e t ofn
n o n -n eg a tiv e  in te g e rs  less  th a n  some p . P

S ignals d esc rib ed  by d isc re te  fu n c tio n s  tak in g  th e ir  v a lues in 
f in i te  s e ts , i .e ., q u an tized  d isc re te  s ig n a ls , a re  ca lled  d ig ita l
s ig n a ls . F orm ally , th e  m a th em a tica l model of a d ig ita l s igna l is  a 
fu n c tio n  / :  S-kL, w here  S and L a re  non-em pty  f in i te  s e ts  u su a lly  
id e n tif ie d "  w ith  su b se ts  of th e  n o n -n eg a tiv e  in te g e rs , i .e . ,
$ = { 0 ,l , . . . ,g - l} ,  L = { 0 ,l,...,r-1 } , g ,r e  N. More g en era lly , th e  dom ain
S can  be co n sid ered  as  a d ire c t  p ro d u c t of som e f in i te  se ts  
$ .={0 ,1 ...... g - 1}, i= l , . . . ,n ,  in w hich case  f  is  an n -v a r ia b le
fu n c tio n  f ( x , , . . . , x  ), x .€ $ ..1 n i l

A n e tw o rk  w hose in p u ts  and o u tp u ts  a re  d ig ita l s ig n a ls  is 
ca lled  a d ig ita l ne tw ork . Also, th e  in p u t-o u tp u t re la tio n s
d e sc rib in g  d ig ita l ne tw o rk s a re  ex p ressed  by d ig ita l fu n c tio n s , o r 
a lte rn a tiv e ly , a d ig ita l ne tw ork  re a liz e s  a d ig ita l fun c tio n .

I t  is commonly known th a t  th e  problem  of d ig ita l n e tw o rk  design 
is g re a t ly  s im p lified  i f  th e  d isc re te  fu n c tio n s  re a liz e d  belong to
som e sp ec ia l c la ss  of d ig ita l fun c tio n s; le t us n o te  sy m m etric  o r 
m onotone fu n c tio n s  as exam ples. For th is  rea so n  th e  d e te c tio n  of 
p e c u lia r  p ro p e r tie s  of a given d ig ita l fu n c tio n , u sually  re p o r te d  as 
th e  a n a ly s is  o f d ig ita l fu n c tio n s, is an im p o rta n t ta sk . Two
ap p ro ach es p re v a len t today  a re  an a ly sis  in th e  o rig in a l dom ain and 
a n a ly s is  in th e  s p e c tra l domain.

The f i r s t  is based  on some a lg eb ra ic  t ra n s fo rm a tio n s  and th e  
d if fe re n c e  o p e ra to rs  fo r  d ig ita l fu n c tio n s  a re  one of th e  m ost



p o w erfu l too ls . R ecall th e  Boolean d if fe re n c e  [1] ap p lied  to  Boolean 
fu n c tio n s , and d if fe re n c e  o p e ra to rs  fo r  d ig ita l fu n c tio n s  in tro d u ced  
in [2,3].

The second approach  s t a r t s  fro m  th e  f a c t  th a t  th e  a lg e b ra ic  
s t ru c tu re  of a group can be im posed on th e  dom ain S, and th u s  
d ig ita l fu n c tio n s  can  be considered  as fu n c tio n s  on g roups. For 
exam ple, th e  Boolean fu n c tio n s can be considered  as fu n c tio n s  on 
f in i te  dyadic groups [4], w hile MV fu n c tio n s  a re  d efin ed  on th e  
g roup  T , I t fo llow s th a t  m a th em atica l to o ls  prov ided  by a b s t r a c t  

pharm on ic  an a ly sis  on groups can be applied  to  solve th e  p rob lem s of 
an a ly sis  and sy n th esis  of d ig ita l fu n c tio n s. L et us m en tion  as 
exam ples th e  d isc re te  Walsh tra n s fo rm  applied  to  Boolean fu n c tio n s  
and th e  C hrestenson  tra n s fo rm  applied  to  MV fu n c tio n s  [6,7 ,8]. The 
m ethods based  on d isc re te  t ra n s fo rm  ap p lica tio n s  a re  com m only ca lled  
s p e c tra l  m ethods, and th e ir  e ffic ien cy  is su p p o rted  by f a s t  
t ra n s fo rm  a lg o rith m s [5].

In th is  p ap er we consider th e  d ig ita l fu n c tio n s  as a su b se t of 
th e  com plex fu n c tio n s  on f in ite  A belian groups and we d e fin e  an 
o p e ra to r  on C(G) (see d e fin itio n  below) p o ssessin g  som e u se fu l 
p ro p e r tie s  of bo th  th e  above-m entioned ap p ro ach es w hen i t  is  ap p lied  
to  d ig ita l fu n c tio n s. More p rec ise ly , we d efine  a d if f e r e n t ia l  
o p e ra to r  having th e  c h a ra c te rs  of th e  co rresp o n d in g  f in i te  A belian 
group as i ts  e igenfunctions. In th is  way, th e  o p e ra to r  d efin ed  has 
som e p ro p e r tie s  in common w ith  d if fe re n c e  o p e ra to rs  fo r  d ig ita l 
fu n c tio n s ; on th e  o th e r hand, since th e  o p e ra to r  is c losely  re la te d  
to  th e  g en e ra lized  F o u rie r tra n s fo rm  on f in i te  A belian g ro u p s, i ts  
com pu ta tion  is su pported  by a f a s t  a lg o rith m , co m p arab le  in 
com plex ity  w ith  w ell-know n FFT a lgo rithm s.



2. NOTATIONS A N D  DEFINITIONS

L et G be a f in i te  A belian group of o rd e r  g, and deno te  by C(G) 
th e  s e t  o f a ll fu n c tio n s  m apping G in to  th e  com plex f ie ld  C. The se t 
C(G) is  an A belian g roup  under po in tw ise  -addition d efin ed  by

l f+ g ) (x )  = f i x )  + g tx ) ,  V /,geC (G ), VxeG.

E nriched  w ith  m u ltip lic a tio n  by a s c a la r  d efined  by

(a /)(x )= < (x),V /eC (G ),V ae< D ,

C(G) is a  l in e a r  space ad m ittin g  an in n er p ro d u c t <•,*> d e fin ed  by

<f,g>  = g 1 £  f ( x ) g ( x j ,  Vf,g<=C(G), 
xeG

w h ere  th e  b a r  n o ta tio n  in d ic a te s  com plex con jugation .
Thus C(G) has a H ilb e rt space s t ru c tu re  w ith  norm

H/H = - « f , f » 1/Z = (g_1 [  l f ( x ) l 2 )1 /2 , VfeC(G).
xeG

F u rth e rm o re , €(G) may be given th e  s t ru c tu re  of a com plex 
fu n c tio n  a lg e b ra  by in tro d u c in g  th e  po in tw ise  p ro d u c t of fu n c tio n s 
th ro u g h

( fg ) (x )  = f ( x ) g ( x ) ,  Vf,g€C(G), VxeG.

A nother im p o rta n t o p e ra tio n  in C(G) is th e  convolu tion  p ro d u c t 
d efin ed  by

(f* g )(z )  = £  f l x ) g ( z o x ’) = ^  f ( z ° x ’)g (x ), VzeG, Vf,geC(G ),
xeG  xeG

w h ere  x ’ is th e  add itive  inverse  of x  in G, i.e ., x ° x  -e ,  (x  ) - x



The sym bols ° and e re p re se n t th e  group  o p e ra tio n  and th e  id e n tity  
of G.

L et us suppose th a t  G is re p re se n ta b le  as a d ire c t  p ro d u c t of 
cyclic  subgroups G. of o rd e rs  g., re sp ec tiv e ly , i .e .,

n nx G. 
i= i 1

g = n g 
i= l gf  * 2 S - * gn

In w h a t fo llow s th e  subgroups G^,G^,...,G^ w ill be re g a rd e d  as 
an  n - tu p le  (G ,G ,... ,G ).

Due to  th is  assum ption  any fu n c tio n  /e€ (G ) can be co n sid e red  as
a fu n c tio n  of n v a riab les , i .e ., / ( x ) = / ( x  , . . . , x  ), xeG, x  .eG ,i n  l l
ie { l , . . . ,n } .

N ote th a t  th e  group o p era tio n  ° of G can be e x p re sse d  in te rm s  
of th e  g roup  o p era tio n s  . of subgroups G ,̂ as:

= U 1 I x 2 2 y 2 ...........  y n l  ' X i ' y l eGV

Also, each  xeG  can be defined  in te rm s  of th e  x .  as fo llow s:' 7

w ith

n
x  = V a . x . ,  X  eG , L  i i  i  i

i=1

n
n  s

j = i +1 J i = l , . . . , n - l

a .L
1, i=n

(2 )

( 3 )

w here  g . is th e  o rd e r of G ..J J

Now, le t us no te  th a t  th e  d ig ita l fu n c tio n s  can be considered  
as th e  p a r tic u la r  fu n c tio n s belonging to  C(G) tak in g  th e ir  values



f ro m  a su b se t LcZcC. In th is  case  th e  v a ria b le  xeG  a sso c ia te d  by
(2), can  be considered  as th e  decim al index co rresp o n d in g  to  th e
v e c to r  of v a ria b le s  { x x  ), and th e  e a u a lity  (2) is  aI n  •
g e n e ra liz a tio n  of th e  w ell-know n p - a r y  o r b in a ry  w eig h ted  coding 
ap p lied  to  MV and Boolean fu n c tio n s, resp ec tiv e ly .

The c h a ra c te r s  of G a re  defined  as th e  hom om orphism s of G in to  
th e  u n it c irc le  [15,16], i .e . ,  th ey  a re  given by

n
X (w ,x ) = * ((w  , . . . ,w  ) ,(x  x  )) = e xp (2 n i Y  w x  /£ .) , ( 4 )i n  1 n Li 1 1 1

i =1

on th e  assum ption  th a t  x  is re p re se n te d  by (2) and a s im ila r  
e x p re ss io n  fo r  w.

M oreover, th e  s e t of c h a ra c te rs  {^(w ,x)} under p o in tw ise  
m u ltip lic a tio n  fo rm s  a group isom orphic to  G. Also, {;*;(w,x)} is  a 
com plete  o rth o n o rm a l se t fo r  C(G), i .e .,

<*(w, • h x U ,  • )> = 8 {w ,k )  ,
</> a;(w, •)>  = 0, VweG , im plies th a t  /= 0 .

H ere 5 is th e  K ronecker symbol.
T h e re fo re , using  th e  c h a ra c te rs , th e  d ire c t and in v erse  F o u rie r 

t r a n s fo rm  on C(G) a re  defined  resp ec tiv e ly  by:

g ~  1
S (w) = ^  f ( x ) x (w ,x ) ,  

x=0

g ~  1
f i x )  = g 1 ^  S ^ iw )x iw ,x ) .  

w=0



Real Gibbs derivatives on finite Abelian groups 231
For th is  F o u rie r t ra n s fo rm  th e  m ain p ro p e r tie s  of th e  c la ss ic a l 

F o u rie r t ra n s fo rm  hold. For exam ple, th e  convolution th eo rem  s ta te s  
th a t  if  h = f*u ,  /,ueC (G ), then

c = S (6)s h g  f V
The re v e rse  s ta te m e n t is also  valid, i .e . ,  i f  th e  F o u rie r  

t ra n s fo rm  of a fu n c tio n  heC(G) can be re p re se n te d  as a com ponentw ise  
p ro d u c t of th e  F o u rie r tra n s fo rm s  S .̂ and of som e fu n c tio n s
/ ,u€C(G), th en  h is th e  convolution p ro d u c t of f  and u, i .e . ,  h = f*u .

4. DERIVATIVE
In th is  sec tio n  th e  d e fin itio n  of a d i f fe re n t ia l  o p e ra to r  w ill 

be in tro d u ced  and i ts  p ro p e r tie s  w ill be stud ied .
The p a r t ia l  d if fe re n t ia l  o p e ra to r  in tro d u ced  in [3] can  be 

s lig h tly  g en era lized  as fo llow s.
D e fin it io n  1. For a fu n c tio n  TeC(G) th e  p a r t ia l  d e riv a tiv e  
w ith  re sp e c t to  th e  v a riab le  x . is defined  by

g i~ 1
(D , f ) ( x )  = g .1 V ( ( f ( x ° a . k  ) -  f i x ) ) .  (7)l l . L ^  l

k=0
A lthough th e  m odular a r ith m e tic  re la te d  to  th e  group  o p e ra tio n  

o is im plic itly  included in (7), th e  p a r t ia l  d e riv a tiv e  of a 
fu n c tio n  may how ever be conveniently  ev a lu a ted  using  conven tional 
a r ith m e tic  o p era tio n s  only. This becom es a p p a re n t if  (7) is
ex p ressed  in a m a tr ix  form .

It is obvious th a t  th e  p a r t ia l  re a l Gibbs d e riv a tiv e  D. can  be 
d escrib ed  by a g by g m a tr ix  D. defined  by

Di = *
n
®

j = 1
( 8 )

w here  ® denotes th e  K ronecker product, 
given by:

and A is a g^ by g^ m a tr ix



- i g j - 1) 1 1 ... 1

1 - ( g . - l )  1 1

1 1 - ( g . - l )

1 J*i>

w ith  I . th e  id e n tity  m a tr ix  of o rd e r  g .. 
d J

It fo llo w s th a t  th e  p a r t ia l  re a l  Gibbs d e riv a tiv e  of a fu n c tio n  
/e € (G ) w ith  re s p e c t to  i t s  i - th  a rg u m en t is given by

D ./ = (9

w h ere  D. is given by (8), F is th e  t r u th  v ec to r of / ,  i .e .,
F = [ / ( 0 ) , . . . , / ( g - l ) ] T , and D . /  -  CCD,/)(0),. . . , (D, / ) ( g - l ) ] T .

F rom  th is  m a tr ix  re p re s e n ta tio n  it  is obvious th a t  th e  values 
of D /  can  be c a lc u la ted  by using a f a s t  flow  g rap h  having th e  same 
s t r u c tu r e  as th e  i - th  s te p  in th e  flow  g rap h  of th e  f a s t  a lgorithm  
fo r  a g e n e ra liz ed  F o u rie r t ra n s fo rm  on f in i te  A belian g ro u p s [9] 
ex cep t th a t  th e  w eig h ts  a re  d if fe re n t;  h e re  a ll of them  a re  r e a l  anc 
only g o f them  a re  no t equal to  1. More p rec ise ly , th e  w eights 
co rresp o n d in g  to  th e  h o riz o n ta l b ran ch es in th e  flow  g rap h  a re  equal 
to  - ( g  -1).

F o r an i l lu s tra t io n  of th is  s ta te m e n t, th e  m a trix
re p re s e n ta t io n s  of th e  p a r t ia l  Gibbs d e riv a tiv es  on I  a re  given ir

3
Fig. la . The flow  g rap h s of th e  co rrespond ing  f a s t  a lg o rith m  fo r 
c a lc u la tio n  of th e  values of th ese  d e riv a tiv es  of a fu n c tio n  are 
show n in Fig. lb.



-2 1 l' "l 0 o'
1 -2 1 ® 0 1 0
1 1 -2 0 0 1

'l 0 o' '-2 1 f
0 1 0 1 -2 1
0 0 1 1 1 -2

F ig . l a .  The p a r t i a l  r e a l  G ib b s  d e r iv a t iv e s  on Z .
3

0 ------ (D / ) ( 0 )
(Dj/Kl)

® -----*(D f ) (2 )
:d 0 K 3 )

0 -----• (D / ) ( 8 )

x

y

-2 x + y a x

F ig .lb . The f lo w  g ra p h s  of th e  f a s t  a lg o r i t h m  fo r  
c a l c u l a t i o n  o f th e  d e r iv a t iv e s  shown in F ig . la .



The p a r t ia l  d e riv a tiv e  D. can be co n sid ered  as a
g e n e ra liz a tio n  of th e  Boolean d if fe re n c e  [1], A ju s t i f ic a t io n  fo r  
th is  s ta te m e n t can be found in th e  p ro p e r tie s  of th e  o p e ra to r  D, 
s ta te d  in th e  fo llow ing  theorem .
Theorem 1. L et feC iG ). Then,

1. /  is independen t of i t s  i - th  a rgum en t i f f  D /  = OeC(G).,

2 .

3.

D.(D . / )  = D .(D ./), i  J J i

Di t a i h + a2f 2 ] = * “ 2 D/ 2 ' a^a^eC , f ^ f ^ C i G ) ,

4. D. com m utes w ith  th e  tra n s la t io n  o p e ra to r  T on G de fined
1 q

by T  f i x )  = f ix o q ) ,  Vq,x<=G, i .e .,
D.T f  = T D 1 q q 1

5. L et /e € (G ). Denote by a fu n c tio n  ob ta ined  fro m  /  by 
in v e rtin g  i ts  i - th  v a riab le , i .e .,

f l ’ l x i .......* t .......= ......  .......X n l
Then,

(D f  ) ix  , . . . , x  ,x  )=(D f ) ( x , x ’ . . , x ) ,  V je { l , . . . ,n } .
/ u  X L 1 L I X L I L

6. If S is th e  F o u rie r tra n s fo rm  of an /eC (G ), th en  th a t  of 
i ts  p a r t ia l  re a l  Gibbs d e riv a tiv e  D /  is given by

S iw )  = S (w)S (w), 
r  i  *

w h ere V 1
SB = g i 1 I  W w .a .A ) -  1), 

1 k =0
w ith  a . defined  by (3). 

1



P a r tic u la r ly , fo r  /(x )= x (w ,x ) , we have D .(* (w ,x ))
S (w )x (w ,x ), th a t  is , th e  c h a ra c te rs  of G a re  th e  e ig en fu n c tio n s  B .i
of th e  p a r t ia l  Gibbs deriv a tiv es.

7. Convolution p ro p erty :
D , i f * g )  = D , f * g  = f * D  g, V f.geC iG ), t l  L

w here  * deno tes th e  convolution on G.
P ro o f .  1. L et us f i r s t  suppose th a t  (D ./) (x )= 0 . A ccording to  th e  
D efin ition  1, th is  condition  can be ex p ressed  as

( /(x ° a .A )(x )  -  f i x ) )  = 0,
k=0

or  equivalen tly ,
f i x ,  ! 0 )+ f ix .  °. 1)+.. ,+ f ix .  °. (g .- l) )  = g . f i x ) ,  (11)t i  l l  i i i  i

w here  f i x ,  k )  is a sh o r t n o ta tio n  fo r  f i x . , . . . , x .  . k , . . , , x  ).i i  l i i  n
T h ere fo re , th e  condition  (D ,f)(x )= 0  a c tu a lly  d e sc rib es  a system  

of a lg eb ra ic  equations ob tained  fo r  d if fe re n t  values of x i eGi - 
A ccording to  (8), th is  system  can be ex p ressed  in m a tr ix  fo rm  as

A.Fi
w here  F is column m a trix

T
of

and
o rd e r g 
/ ( x .= k )

given by 
s tan d s

( 12)

F =
f  orl / ( x . = 0 ) , / ( x , = l ) ...... / ( x .  = g.~ 1)]

^ x l ......................................x n l
Now, we w ill apply a se rie s  of g . - l  id en tica l lin ea r 

tra n s fo rm a tio n s  to  th e  row s of m a tr ix  A.. The tr a n s fo rm a tio n  
c o n sis ts  o f th e  rep lacem en t of a row  of A. by th e  row  o b ta in ed  by 
s u b tra c tin g  th e  row  considered  from  its  p reced ing  row . In th is  way 
th e  system  (12) is tra n s fo rm e d  in to  i ts  equivalen t system



ii O

w h ere  th e  e lem en ts y ,s r s ,re  {1, of Y a re defined  by

\ i ) ,  r = i ,
y i r  = i . r= Z ,._ . . ,g i

~g V s = r - l  ;

V  = ' g i ’ s = r , s=2,
0 , o th e rw is e ,

From  th e  s t ru c tu re  of Y it  fo llow s d ire c tly  th a t  th is  system  is 
s a t is f ie d  only i f  f ( x \= 0 ) = f ( x = l ) = . . . = f { x = g - l ) .  C onversely , if
th e se  e q u a litie s  a re  s a tis f ie d , th en  (D / ) ( x )  = 0 fo llo w s d ire c tly , 
since  th e  sum of e lem en ts in each row  of A. is equal to  0.

2. The p ro o f fo llow s d ire c tly  a f te r  a  ro u tin e  c a lcu la tio n
s ta r t in g  fro m  th e  d e fin itio n  of p a r t ia l  r e a l  Gibbs d e riv a tiv e s  and
using  th e  f a c t  th a t  { x ° a .k ) ° a  .r = (x ° a  , r ) ° a .k ) due to  th e1 J J ia s so c ia tiv ity  of th e  group  o p e ra tio n  ° of G.

3. L in e a rity  fo llow s d ire c tly  from  D efin ition  1.

4. The p ro o f fo llow s fro m  D efin ition  1 and th e  d e fin itio n  of
th e  t r a n s la t io n  (sh if t)  o p e ra to r  T ,Q

g t - l
(D (T f ) ) ( x )  = gT1 V (T f ( x - a . k )-T  f i x ) )  i Q i Li q i q

k = 0

= g ; y  i f ix ° a . k ° q )  -  f ix o q ) )l l—d t
k = 0



= g .1 Y T ( f ( x o a .k )  -  f i x ) )  = (T (D , f ) ) U ) .  i  L  q i q i
k =0

5. L et us re c a ll th a t  th e  add itive  inverse  x ’. o f an  x .eG . ifi i  i
x .* 0  can be ex p ressed  by x ^ = g .-x ..  Now th e  p ro p e r ty  is proved  in  a 
m anner s im ila r  to  th a t  used in proving th e  P ro p e r ty  4 fo r  th e  
p a r t ic u la r  choice of q=(q^, ■ . . , q . , ... ,q ) defined  by

qs

g f x v S = l

0, s* i
s = l , ... ,n.

6. In proving th is  p ro p e rty  we use th e  s h if t  p ro p e r ty  of th e  
F o u rie r  t ra n s fo rm  on groups. The p ro o f goes as fo llow s.

By d e f  i n i t i o n ,

g ~ 1 g ~ l  1
SD (w ) = £  (D i f ) { x ) x {w ,x )  = £  ( g .1) £  ( / ( x ° a .k )  -  / ( x ) ) ^ ( w ,x )

x=0 x=0 k =0

8 i~ 1 g~ 1 g~ 1
= g . 1 £  ( £  f (x°a.k)^(w,x) -  £  /(x)^(w,x))

k=0 x=0 x=0

g r 1
= * 7  I  (S/ ( x . a , k ) (u,) ‘  Sf M >  = SB (w )S/ (w). 

k=0 1 1

The second p a r t  of th e  s ta te m e n t fo llow s d ire c tly  by th e  
d e fin itio n  of p a r t ia l  re a l Gibbs d e riv a tiv es  using  th e  re la tio n  
X(w,x°a .k )= ^ (w ,x )^ (w ,a  Jc).



7. We w ill p rove th is  p ro p e r ty  in th e  s p e c tra l  dom ain. From  
th e  P ro p e r ty  6 and th e  convolution th eo rem  we have

SD i f g ) M  = SB,u ' )S( /* g ) ,w' ) = SB i t ^
= J w )S  (w) = S (w)S (w )S (w )D .f  g  J o g
= S (w)S (w). f  D .g

Now, le t us co n sid er in m ore d e ta il th e  fu n c tio n s  Sg in th e
is p e c tra l  dom ain given by (10).

R ecall th a t  th e  m a tr ix  of c h a ra c te rs  of a g roup  G re p re s e n ta b le
in th e  fo rm  (1) is  th e  K ronecker p ro d u c t of th e  m a tr ic e s  of
c h a ra c te r s  of th e  subgroups G.. T h e re fo re , th e  f i r s t  g^ ro w s o f th e
m a tr ix  of c h a ra c te r s  of G can be considered  as th e  p e rio d ic
re p e t i t io n  of th e  m a tr ix  of c h a ra c te rs  of th e  subgroup G^. Since by
d e f in itio n  a =1 (re la tio n  (3)), th e  values of S (w), w = 0 ,l , ... ,g - l ,  n tsn
acco rd in g  to  (10) can be ob tained  by th e  com ponentw ise sum m ation  of
th e  f i r s t  g row s of th e  c h a ra c te r  m a tr ix  of G. The c h a ra c te rn
m a tr ic e s  a re  sym m etric  and, because of th e  p e rio d ic ity  in th e  f i r s t  
g row s, th is  sum m ation reduces to  th e  re p e a te d  ev a lu a tio n  of th e  
H aar in te g ra l o f th e  c h a ra c te rs  of G . I t is known th a t  th e  H aar 
in te g ra l  o f any c h a ra c te r  is equal to  ze ro  ex cep t fo r  th e  p rin c ip a l
c h a ra c te r ,  f o r  w hich i t  is equal to  th e  g roup  o rd e r g . A ccording to
(10) we can conclude th a t

SB (w) 
n

0, w — kg^ , k  = 0 , l , . . . ,n

1, o th e r w is e

If th e  v a ria b le  x  is considered  as a n -v a r ia b le  fu n c tio n  on G n
re p re s e n te d  by i ts  t r u th  v ec to r x  = [x(w )], w = 0,1...... g -1, th e n  i t
is  a p p a re n t th a t  S ta k e s  th e  zero  value a t  th o se  w  w h ere  th e  zero  Bn



value a p p ea rs  in x  . This conclusion in a s im ila r  w ay can  be
ex ten d ed  fo r  e s tab lish in g  a re la tio n  betw een  th e  rem ain in g  fu n c tio n s
S i= l , ... ,n - l  and th e  correspond ing  v a ria b le s  x  . More p rec ise ly , 

i
th e  fu n c tio n s  can be considered  as th e  c h a ra c te r is t ic  fu n c tio n s

i
a sso c ia te d  w ith  th e  v a riab le s  x . ,  since

( 1, x .(w ) * 0,
S (w) = \  1 w = 0 ,1 ,... ,g - l .

i [ 0, x .(w ) = °>

The P ro p e rty  6 of Theorem  1 e s ta b lish e s  a r e la tio n  be tw een  th e  
F o u rie r  t ra n s fo rm  of a fu n c tio n  f  and th a t  of i ts  p a r t ia l  re a l  Gibbs 
d eriv a tiv e . The re la tin g  fu n c tio n  B. is th e re fo re  p u rpose ly  d efin ed  
in th e  t ra n s fo rm  dom ain by th e  re la tio n  (10). Using th e  in v erse  
F o u rie r  t ra n s fo rm , we ob tain

1bTi 
> f o r  x  = 0

B .(x) = -i
-1 fo r  x  = a k , k = l, . - V 1- i= l,. . ,n

0 o th e rw ise

It fo llow s fro m  th e  P ro p erty  6 and th e  convolution  th eo rem  th a t
(D ./) (x )  = (B .* f)(x ). (13)

Thus, th e  m a tr ix  D. defined  by (8) is a convolution  m a tr ix . 
T h e re fo re , fo r  th e  ca lcu la tio n  of th e  values of th e  p a r t ia l  re a l  
Gibbs d e riv a tiv es  of a given fu n c tio n  th e  f a s t  convolution  a lg o rith m  
on g roups can be used [17],

Using th e  p a r t ia l  d e riv a tiv es  and th e  re la tio n  (2) we can 
d efine  th e  global re a l Gibbs d e riv a tiv e  on f in ite  A belian groups.



D e f in i t io n  2. The re a l  Gibbs d e riv a tiv e  D f  o f a fu n c tio n  /eC (G ) is 
d e fin ed  by

(D /)(x )  = V a .(D ./ ) (x ) ,  (14)l L
i= l

w h ere  th e  c o e ff ic ie n ts  a . a re  defined  by f3 ).i
T his d e riv a tiv e  resem b les  very  much th e  Gibbs d if f e r e n t ia l  

o p e ra to r s  on g ro u p s in tro d u ced  in [10,13], The m ain  d is tin c tio n  is 
in th e  v alues of th e  c o e ff ic ie n ts  of th e  te rm s  in th e  sum m ation  
(14), w hich  w ill be d iscussed  la te r  in m ore d e ta il. The ch ie f 
p ro p e r t ie s  o f th e  d e riv a tiv e  D a re  given in th e  fo llow ing  th eo rem .

T h e o re m  2 . L e t  / e C ( G ) .  T h e n ,
1 . D/  = 0 i f f  f  -  c o n s t . s  C (G ) ,
2 .  D (a  1/ 1+ a2/ 2 ) = a^D  f^  + a ? D o ^ .o ^ e C ,

3 .  D ( f * g  ) = D f * g  = f * D g ,  V /,g e C (G ) ,
4 .  I f  t h e  F o u r i e r  t r a n s f o r m  o f  f  is  S , th e n  t h a t  o f D f

is  g iv e n  b y

w h ere
SDjriw) = Sc (w)S (w),

SC(W) = l  a iSB .(w )’ 
i= l 1

w ith  th e  c o e ff ic ie n ts  a . de term ined  by (3).i
Thus th e  c h a ra c te r s  of G a re  th e  e ig en fu n c tio n s of D, h e .,  th e  

c h a ra c te r s  ^ (w ,x ) can be ob ta ined  as th e  so lu tio n s of th e  lin e a r  
f i r s t  o rd e r  d if fe re n t ia l  equation

D /(x )  -  S(J .w ) f { x )  = 0.



P ro o f .  A ccording to  D efin ition  2, th e  re a l  Gibbs d e riv a tiv e  is  a 
l in e a r  com bination  of th e  p a r t ia l  re a l Gibbs d e riv a tiv es . Hence, th e  
p ro p e r tie s  1 to  4 can be proved in a  m anner s im ila r  to  t h a t  used  in 
p roving  th e  co rrespond ing  p ro p e r tie s  of th e  p a r t ia l  r e a l  Gibbs 
d e riv a tiv es  s ta te d  in T heorem  1, The p ro o f of T heorem  2 is th e re fo re  
o m itted  en tire ly .

I t  is  in te re s tin g  to  consider th e  re la tio n sh ip  of th e  re a l  
Gibbs d e riv a tiv e  w ith  som e ex is tin g  re le v a n t o p e ra to rs .

In o rd e r to  achieve com pu ta tional e ff ic ie n cy  we d e fin e  our 
d e riv a tiv e  as an o p e ra to r  ac tin g  on C(G). This m eans th a t  w hen i t  is 
applied  to  d ig ita l fu n c tio n s we p ra c tic a lly  need only in te g e r
a r ith m e tic . In th is  way we avoid not only th e  n e cess ity  fo r  m odular 
a r ith m e tic  ap p earin g  in dealing  w ith  d ig ita l fu n c tio n s  in th e  
o rig in a l dom ain, b u t also  th e  n ecessity  fo r  com plex a r i th m e tic  w hen 
th e  d ig ita l fu n c tio n s  a re  p rocessed  by sp e c tra l  m eans. The p ric e  
paid  is th e  absence of some o th e r  in te re s tin g  p ro p e r tie s  
c h a ra c te r is t ic  of some o th e r  re le v a n t o p e ra to rs . F o r exam ple, an 
adv an tag e  of th e  Gibbs d e riv a tiv e  [10] is th a t  i t  can  a p p a re n tly  be 
ex tended , a t  le a s t h e u ris tica lly , to  th e  re a l (N ew ton-L eibn iz) 
d e riv a tiv e  [10]. Unlike th e  d if fe re n t ia l  o p e ra to rs  in tro d u ced  by 
T hayse fo r  dealing  w ith  d ig ita l fu n c tio n s [2], our d e riv a tiv e , as
w ell as th e  p a r t ia l  deriv a tiv e , of a d ig ita l fu n c tio n  is no t a 
d ig ita l fu n c tio n , because, in gen era l, th e  values of D /  obviously 
belong no t to  L b u t to  2.

The P ro p e rty  4. of Theorem  2 su g g ests  th a t  th e re  is a s tro n g  
re la tio n sh ip  betw een our re a l Gibbs d e riv a tiv e  and th e  Gibbs 
d e riv a tiv e  on f in ite  Abelian groups [10]. This re la tio n sh ip  becom es 
a p p a re n t if  we com pare the  m a tr ix  re p re s e n ta tio n s  of th e se
o p e ra to rs .

A ccording to  D efin ition  2, th e  m a tr ix  D d esc rib in g  th e  
d e riv a tiv e  D is a lin ea r com bination  of m a tric e s  D. defined  by (8).i



On th e  o th e r  hand, th e  Gibbs d e riv a tiv e  D on f in i te  A belian g roupsL7
can  be e x p re sse d  in a  m a tr ix  fo rm  by

Dg  = g
w h ere  [q;] is a  g  by g  m a tr ix  of c h a ra c te rs  of a f in i te  A belian group  
G o f o rd e r  g, and A = d ia g (0 ,ls^ ..,g - l)  [11,12],

C om paring th e  m a tr ic e s  D and D _ we have(_J
D = Re(D ),

w h ere  eq u a lity  s ta n d s  com ponentw ise and Re(Q) deno tes th e  re a l  p a r t  
o f Q. T h e re fo re , th e  e lem ents of th e  m a tr ix  D a re  equal to  th e  re a l  
p a r ts  o f th e  co rresp o n d in g  elem ents of th e  m a tr ix  D . H ere we fin d(_J
th e  ju s t i f ic a t io n  fo r  th e  nam e the re a l Gibbs d e r iv a tiv e  o f our
d i f f e r e n t ia l  o p e ra to r . N ote th a t  if  th e  g roup  G h as re a l-v a lu e d
c h a ra c te r s ,  as  is th e  case  w ith  th e  f in i te  dyadic group , th e
m a tr ic e s  D and D coincide and, hence, th e  d e riv a tiv e  D is equal to  C}
th e  Gibbs d e riv a tiv e . I t  fo llow s th a t  in th e  case  of g ro u p s having 
com p lex -v a lu ed  c h a ra c te rs , th e  re a l  Gibbs d e riv a tiv e  can  e x h ib it 
som e ad v an tag es in ap p lica tio n  to  re a l-v a lu e d  fu n c tio n s , because 
w ith  th is  o p e ra to r  com plex a rith m e tic  is no t req u ired .

4. APPLICATIONS
It is a p p a re n t th a t ,  owing to  th e  p ro p e r tie s  m entioned  in 

T heorem  1, th e  possib le  ap p lica tio n s of th e  p a r t ia l  d if f e r e n t ia l  
o p e ra to r  D. can  be found in th e  sam e a re a s  w here  th e  Boolean 
d if fe re n c e  is a lread y  applied  in th e  case  of Boolean fu n c tio n s . One 
of th e se  a re a s  is c e r ta in ly  th e  d e tec tio n  of a p p ro p ria te ly  defined  
sym m etry  p ro p e r tie s  of d ig ita l fu n c tio n s. In o rd e r to  show  th is  we 
in tro d u ce  th e  fo llow ing  d e fin itio n , w hich can be considered  as  an 
ex ten s io n  of th e  co rrespond ing  d e fin itio n  fo r  Boolean fu n c tio n s  
in tro d u ced  by H u rst [7], For s im p lic ity  we consider only MV 
fu n c tio n s  o b ta ined  fo r  = g^ = = §n -  P-



D e f in i t io n  3. F o r a chosen k e { 0 ,l , ... ,p - l )  a given MV fu n c tio n  f :
ex h ib its  k - th  s in g le -v a r ia b le  

sym m etry  in x .  w ith  re sp e c t to  x^, w hich we e x p re ss  as  (kSV Sx.,x^.),

if  f o r  each  x ^ ,... ... ,x  ■ ■ ■ >x n we have

/  (x .= 0 ) = f ( x . = 1) = ... = f l x = p - 1), (15)I l L

f o r  each x  e { 0 , l , . . . , p - l } \ ik } .
We w ill show th a t  a possib le  ap p roach  to  th e  d e te c tio n  of th is  

kind of sym m etries in MV fu n c tio n s can be fo rm u la te d  in te rm s  of 
p a r t ia l  re a l Gibbs d e riv a tiv es  in a m anner analogous to- th e  
co rresp o n d in g  ap p lica tio n  of Boolean d if fe re n c e  in th e  case  of 
sw itch in g  fu n c tio n s.

L et us consider th e  fu n c tio n

f ’ { x ) - z  ,(D ./) (x )  (16)J L

w here z  . is a MV fu n c tio n  on G defined  by th e  re q u ire m e n t x  .©z =k; ©
J  J  J

s ta n d s  fo r  modulo p addition .
Note f i r s t  th a t  th e  condition  (15) is a  w eaker v e rs io n  of th e  

cond ition  fo r  a MV fu n c tio n  to  be independent of i t s  i - t h  a rg u m en t 
(P ro p e rty  1 of Theorem  1), since a r e s t r ic t io n  on i ts  j - t h  a rg u m en t 
is im posed.

Now. le t us suppose th a t  / ’(x )= 0. This cond ition  is eq u iv a len t
to  a  system  of pn-p n  ̂ l in ea r a lg eb ra ic  eq u a tio n s, because  by
d e fin itio n  z  =0 fo r  x  =k.J J

Note th a t  th e  su b se t of v a riab le s  x , , . . . , x .  , ,x .  x  can
rx-2 ' 1 1-1 1+1 nta k e  (p - l )p  d if fe re n t com binations of values because to  th e

re s t r ic t io n  im posed on th e  v a riab le  x  .. We denote th e se  com binations
by c (s), s € { 0 , l , . . . , ( p - l ) p ri 2-l}.



The system  of lin e a r  a lg e b ra ic  eq u a tio n s u nder co n s id e ra tio n  
can  be p a r ti t io n e d  in to  p ~ \ p n - p n~1) d is jo in t subsystem s o f p  
eq u a tio n s  each, so th a t  each subsystem  co rresp o n d s to  a p a r t ic u la r  
c (s). A ccording to  (8), th e se  subsystem s a re  given by

z j A iF i = °p> s = 0 , l , . . . , { p - l ) p  n 2- i ,

w ith  FS= [ f ( x  = 0 ,c ( s ) ) , / ( x  = l ,c ( s ) ) , . . . , / ( x .= p - l ,c ( s ) ) ] T , and 0 isL L 1 i p
th e  ze ro  v e c to r  of o rd e r  p.

By solving th e se  subsystem s of equa tions in a m anner like th a t  
used in prov ing  P ro p e r ty  1 of Theorem  1, we conclude th a t  if  
f  [x)=0,  th en  th e  fu n c tio n  /  s a t is f ie s  th e  cond ition  (15). 
C onversely , i f  we suppose th a t  th e  condition  (15) is s a t is f ie d  by 
th e  fu n c tio n  f ,  th en  it  easily  fo llow s th a t  f ’[x)=0, since th e  sum  
of th e  e lem en ts in each row  of th e  m a tr ix  D. d esc rib in g  th e  i - th  
p a r t ia l  re a l  Gibbs d e riv a tiv e  is equal to  zero .

In th is  w ay we ac tu a lly  prove th a t  th e  n e cessa ry  and s u ff ic ie n t 
co nd ition  fo r  ex is ten ce  of { k SVSXpX J  p ro p e r ty  in a given MV 
fu n c tio n , and consequently , a te s t  fo r  d e tec tio n  of th is  p ro p e r ty , 
is  given by f ’(x)=0.

ILLUSTRATIVE EXAMPLE

To i l lu s t r a te  th e  ap p lica tio n  of th e  p a r t ia l  re a l  Gibbs 
d e riv a tiv e s  fo r  d e tec tio n  of th e  sym m etry  p ro p e r tie s  d efined  above, 
le t  us co n sid e r th e  m ethod of d e tec tio n  of (2SVSx , x  ) o f a  fu n c tio n3 1 o/ :  10,1,2} {0,1,2} given by i ts  t r u th  v ec to r shown in Table. 1. It
fo llo w s fro m  D efin ition  3 th a t  a th re e -v a r ia b le  th re e -v a lu e d  
fu n c tio n  w ill have USVSx ^ jc^) if



/ ( 0 , x  ,0) 

/ ( 0 ,x 2 , l )

f ( l , x 2 ,0) = / ( Z ,x z ,0) 

f ( l , x 2> 1) = / ( 2 ,x  , 1)
Vx e{0,l,2}.

To d e te c t th is  p ro p e rty  we c a lc u la te  th e  p a r t ia l  re a l  Gibbs 
d e riv a tiv e  on x^, (D ^ /)(x ), using th e  m a tr ix  given by

'-2 1 f 'l 0 o' 'l 0 o'
1 -2 1 0 1 0 ® 0 1 0
1 1 -2 0 0 1 0 0 1

The re su ltin g  v ec to r is m ultip lied  com ponentw ise by th e  v ec to r 
ob ta ined  fro m  th e  t r u th  vec to r x o f  th e  v a ria b le  x  co n sid ered  

as a 3 -v a r ia b le  fun c tio n  on G accord ing  to  th e  re q u ire m e n t x ^ o z ^  = 2 
w hich m ust be s a tis f ie d  by th e  co rrespond ing  e lem en ts of th e  v e c to rs  
x ^  and Z y  The vec to r z^  is also  shown in T able 1. A fte r  th e  
c a lcu la tio n  is c a r r ie d  out we ob ta in  a ze ro  v ec to r and, hence, we 
conclude th a t  th e  given fu n c tio n  ex h ib its  th e  p ro p e rty  (2SVSx .x ^)-



T a b l e  1.
X 1* 2*3 / V Z3 w

0. 0 0 0 / (  000) 0 2 0

1. 0 0 1 / ( 0 0 1 } 0 1 0

2. 0 0 2 / ( 0 0 2 ) - 2 / ( 0 0 2 ) + / ( 1 0 2 ) + / ( 2 0 2 ) 0 0

3. 0 1 0 / ( 0 1 0 ) 0 2 0

4. 0 1 1 / ( O i l ) 0 1 0

5. 0 1 2 / ( 0 1 2 ) - 2 / ( 0 1 2 ) + / ( 1 1 2 ) + / ( 212 ) 0 0

6. 0 2 0 / ( 0 2 0 ) 0 2 0

7 . 0 2 1 / ( 0 2 1 ) 0 1 0

8. 0 2 2 / ( 0 2 2 ) - 2 / ( 0 2 2 ) + / ( 1 2 2 ) + / ( 2 2 2 ) 0 0
9 1 0 0 / ( 0 0 0 ) 0 2 0

10. 1 0 1 / ( 0 0 1 ) 0 1 0

11. 1 0 2 / ( 1 0 2 ) / ( 0 0 2 ) - 2 / ( 1 0 2 ) + / ( 2 0 2 ) 0 0

12. 1 1 0 / ( 0 1 0 ) 0 2 0

13. 1 1 1 / ( 0 1 1 ) 0 1 0

14. 1 1 2 / ( 1 1 2 ) / ( 0 1 2 ) - 2 / ( 112)+ / ( 212 ) 0 0

15. 1 2 0 / ( 0 2 0 ) 0 2 0

16. 1 2 1 / ( 0 21  ) 0 1 0

17. 1 2 2 / ( 1 2 2 ) / ( 0 2 2 ) - 2 / ( 1 2 2 ) + / ( 2 2 2 ) 0 0

18. 2 0 0 / ( 0 0 0 ) 0 2 0

19. 2 0 1 / ( 0 0 1 ) 0 1 0

20. 2 0 2 / ( 2 0 2 ) / ( 0 0 2 ) + / ( 102) - 2 / ( 202) 0 0

21 . 2 1 0 / ( 0 1 0 ) 0 2 0

22. 2 1 1 / ( O i l ) 0 1 0

23. 2 1 2 / ( 2 1 2 ) / ( 0 1 2 ) + / ( 1 1 2 ) - 2 / ( 2 1 2 ) 0 0

24. 2 2 0 / ( 0 2 0 ) 0 2 0

25. 2 2 1 / ( 0 2 1 ) 0 1 0
26. 2 2 2 / ( 2 2 2 ) / ( 0 2 2 ) + / ( 1 2 2 ) - 2 / ( 222) 0 0



CONCLUSION
The p a r t ia l  as w ell as th e  global re a l  Gibbs d e riv a tiv e s  on 

f in ite  A belian groups a re  in troduced  in th is  p aper. T hese o p e ra to rs  
a re  re la te d  to  th e  F o u rie r tra n s fo rm  on groups in th e  sam e w ay as 
th e  o rd in a ry  N ew ton-L eibniz d eriv a tiv e  is re la te d  to  th e  c la ss ic a l 
F o u rie r t ra n s fo rm  on th e  re a l line. At th e  sam e tim e th e se  o p e ra to rs  
have some p ro p e r tie s  c h a ra c te r is t ic  of d if fe re n c e  o p e ra to rs  
in tro d u ced  in th e  a re a  of MV fun c tio n s. We hope th a t  th e se  
p ro p e r tie s  o f fe r  some f u r th e r  ap p lica tio n s of Gibbs d e riv a tiv e s  in 
logic design and re la te d  a re a s  as is suggested  in Section 4.

T aking only re a l values, th e  d if fe re n t ia l  o p e ra to rs  in tro d u ced  
may be usefu l in app lica tio n  to  th e  p ro cessin g  of re a l-v a lu e d  
signals. The e ffic ien cy  of th e ir  ap p lica tio n  is f u r th e r  su p p o rted  by 
f a s t  a lg o rith m s fo r  num erical ca lcu la tio n  w hich can be easily
derived  by s lig h tly  m odifying th e  ex is tin g  f a s t  F o u rie r  t r a n s fo rm  
a lg o rith m s on groups, o r d irec tly  using th e  f a s t  convolu tion
a lg o rith m s, as is suggested  by re la tio n s  (8) and (13), re sp ec tiv e ly .
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A b s tra c t :  In th is  p ap er th e re  is given a g e n e ra liz a tio n  of th e
d is c re te  Gibbs d e riv a tiv e  on f in ite  in te rv a ls  using  th e  concep t of 
g en e ra lized  convolution p roduct. In th is  w ay th e re  is o b ta in ed  a 
fam ily  of d isc re te  d if fe re n tia l  o p e ra to rs  involving som e known 
Gibbs d e riv a tiv es  as p a r t ic u la r  exam ples.

The lin e a r  d isc re te  d if fe re n t ia l  equa tions w ith  o p e ra to rs , 
in tro d u ced  and stu d ied  in th is  p ap er, a re  analysed . The
d e te rm in a tio n  of th e  M oore-Penrose inverse  of th e  g e n e ra liz ed  
d is c re te  Gibbs d if fe re n t ia l  o p e ra to rs  enab les one to  o b ta in  th e  
g en e ra l as w ell as th e  m inim um -norm  le a s t- s q u a re  so lu tio n s  of 
th e se  equations.

1. INTRODUCTION
S p ec tra l techn iques tak e  up very  g re a t  ro le  am ong th e  m ethods 

fo r  d ig ita l s ignal p rocessing . The d isc re te  analogs of th e  F o u rie r  
t ra n s fo rm  in f in ite  r in g s  or G alois f ie ld s , w hich re p re s e n t th e  
m a th em a tica l fo u n d a tio n s of d isc re te  s p e c tra l an a ly sis , a re  
developed in th e  co n tex t of a lg eb ra  and num ber th eo ry . T h e ir 
p ra c tic a l  ap p lica tio n s a re  sup p o rted  by th e  advent of nu m erica l 
m ethods fo r  signal p rocessing .



. P o lla rd  [31] and N icholson [26] developed th e  a lg e b ra ic  
th e o ry  of th e  F o u rie r  t ra n s fo rm  on f in ite  r in g s  and fie ld s . For 
m ore ‘d e ta ils  on th e se  su b je c ts  and th e  o th e r  d isc re te  t r a n s fo rm s  
see, f o r  exam ple [21,35]. A good in te rp re ta t io n  of th e se  re s u l ts  
in th e  c o n te x t o f some eng ineering  ap p lica tio n s is given in [12].

We know fro m  F o u rie r  t ra n s fo rm  th e o ry  th a t  th e  fo llow ing
holds,

F (/( t± s ))  =  exp(±iw s)F(/(tJ), (1)

dnH -----f i t ) )  = Uio)nF ( f ( t ) ) ,  (2)
d t

w h ere  F  deno tes th e  F o u rie r t ra n s fo rm  o p e ra to r . R ela tion  (1) is th e  
b a s is  f o r  a m ethod of a lg e b ra iz a tio n  o f d if fe re n t ia l ,  
d if fe re n c e ,a n d  d if fe re n c e -d if fe re n t ia l  equa tions [7,28,36],

P ro p e r tie s  (1) and (2) and th e ir  ap p lica tio n s su g g est th a t  i t  
is  a  very  im p o rta n t ta sk  to  d isclose and study  som e s h if t  and 
d i f f e r e n t ia l  o p e ra to rs  su itab le  fo r  d isc re te  sp e c tra l analysis .

The f i r s t  s tep  in th is  d irec tio n  w as m ade by Gibbs who 
in tro d u ced  a  so -c a lle d  dyadic d e riv a tiv e  fo r  com plex fu n c tio n s  on 
f in i te  dyadic g roups [15]. L a te r , some g e n e ra liz a tio n s  of th is  
o p e ra to r  w ere  given by Gibbs and his a sso c ia te s  [15-20], as w ell 
as by a num ber of o th e r re s e a rc h e rs  [8,27,32,33]. Some 
ap p lic a tio n s  of Gibbs d e riv a tiv es  a re  m et in ap p ro x im atio n  th e o ry
[8], s t a t i s t i c s  [29], and lin e a r  system  th eo ry  [6,10,23].

All Gibbs d if fe re n t ia l  o p e ra to rs  m entioned above s a t is fy  th e  
p ro p e r tie s  analogous to  th ese  described  by (1) and (2). M oreover, 
th e  in tro d u c tio n  and th e  study  of th e  system s d escrib ed  by Gibbs 
d if f e r e n t ia l  eq u a tio n s is based on th ese  p ro p e r tie s  [10,25,30], 
Some in te re s tin g  ap p lica tio n s of th ese  system s a re  a lso  suggested  
[1,29].



In th is  p ap er th e re  is given a g e n e ra liz a tio n  of d isc re te
Gibbs d e riv a tiv es  on f in ite  in te rv a ls  using  th e  g e n e ra liz ed
convolution  p ro d u c t in troduced  in [3]. In th is  w ay th e re  is
o b ta in ed  a fam ily  of d isc re te  d if fe re n t ia l  o p e ra to rs  involving 
some known Gibbs d e riv a tiv es  as p a r t ic u la r  exam ples.

The lin ea r d isc re te  d if fe re n tia l  eq u a tio n s w ith  o p e ra to rs , 
in tro d u ced  and stu d ied  in th is  p ap er, a re  analysed . The
d e te rm in a tio n  of th e  M oore-Penrose inverse  of th e  g e n e ra liz ed
d isc re te  Gibbs d if fe re n t ia l  o p e ra to rs  enab les one to  o b ta in  th e  
g en e ra l as  w ell as m inim um -norm  le a s t- s q u a re  so lu tio n s o f th e se  
equations.
2. PRELIMINARIES

In th is  sec tion  we w ill in tro d u ce  some n o ta tio n s  and we w ill
rev iew  some d e fin itio n s  and s ta te m e n ts  needed f o r  our f u r th e r
co n sid e ra tio n s.

Let P denote an a r b i t r a r y  f ie ld  and le t  G be a  non-em pty  
o rd e re d  se t, w hich could be id en tif ied  w ith o u t loss of g e n e ra lity
w ith  th e  su b se t of f i r s t  non -n eg a tiv e  in te g e rs , i .e .,
G={0,1,. • . ,n-l> , neN. Also, denote by P(G) th e  lin e a r  space  of a ll 
fu n c tio n s  m apping G in to  P.

D enote by A and B tw o in v ertib le  (nxn) m a tric e s . The colum ns 
of th e  m a tric e s  A and B we denote by { a (0 ) ,. . . ,a (n - l)}  and 
{ b (0 ),... ,b (n -l)} , resp ective ly . Each colum n
a (k )= [a (0 ,k ) ,... ,a (n - l,]c )]T,keG can be considered  as th e  v ec to r
d efin ing  th e  values of a p a r t ic u la r  fu n c tio n  fro m  P(G). The sam e
app lies to  th e  colum ns of th e  m a tr ix  B. Now, we have th a t  th e  
o rd e red  se ts  { a (0 ) ,... ,a (n - l)}  and ib (0 ) , ... ,b (n -l)}  fo rm  tw o
d if fe re n t  bases in th e  lin ea r space P(G).

F u rth e rm o re , we define th e  po in tw ise  p ro d u c t of fu n c tio n s  
f = [ / (0 ) , . . .  , / ( n - l ) ] T, g = [g (0 ),... ,g (n - l) ]T th rough

( /° g )U )  = fU )g ( i) ,  V /,geP(G ), VieG.



F or th e  given A = [a(i,j)], B = [b(i,j)], ( i,j)eG , and fo r  each
keG, th e  k - th  A ,B -sh ift, o f a fu n c tio n  /eP (G ), denoted  by 
(Sk  D/ ) U )  = /(i-  © k ),  is defined  in [3] as th e  fu n c tio n  Sk  f=

Y  k A’ B r A>Bl(S  / ) ( 0 ) , . . . , ( S *  f ) [ n - 1)] , w here
A , B A , B

n - 1
< / ) ( ! )  = [  l3U \ j , k ) f ( j ) ,  ieG, (3)

J =o
n -1

£ ' 0 ',^ )  = ^  a*' 1\ i , p ) b {p , j ) a { p ,k ),
P=0

w h ere  a ( i ,p )  is th e  ( i ,p ) - th  e lem ent of A \
In m a tr ix  n o ta tio n  th e  A ,B -sh ift of f  is given by

Sk f  = A ^aU cJoB lf.A , B

N ote th a t  fo r  th e  p a r t ic u la r  choice of th e  m a tr ic e s  A and B 
th e  A ,B -sh ift red u ces to  some known s h if t  o p e ra to rs . F o r exam ple, 
i f  B=A th e  A ,B -sh ift red u ces to  th e  so -ca lled  A -sh if t d efined  and 
s tu d ied  f i r s t  in [2], Note th a t  th e  A -sh if t fo r  fu n c tio n s  tak in g  
th e ir  va lues in com m utative rin g s  w as re in tro d u c e d  la te r  in [22] 
in th e  s tu d y  of d isc re te  analogues of th e  g en e ra liz ed  s h if t  
o p e ra to rs  [13,24], F u rth e rm o re , if  both  A and B a re  equal to  th e  
d is c re te  F o u rie r  t ra n s fo rm a tio n  m a trix , th e  A ,B -sh ift red u ces to  
th e  cyclic  s h if t .  Also, fo r  A=B=W, w ith  W being th e  W alsh m a tr ix , 
A ,B -sh ift red u ces to  th e  dyadic sh if t.

L em m a 1. If A and B a re  b io rthogonal, i . e . ,
n -1

£  a { j,s )b {p , j)
j =0

0, p  * s
1, p  = s



th en a ( i © k ,s ) = a ^ ( i ,s ) a ( s ,k ) ,  V i.k .seG  A , B

a ^ \ i  © k ,s ) = a^ ^ ( i ,s ) a ( s ,k ) ,  V i,k ,seG .A , B

(4)

(5)

P ro o f .  From  (3) i t  fo llow s th a t
n - 1

a ( i © k ,s )  = (S^ a (s ))( i)  = V ^  \ j , k ) a { j , s ) ,  V i,k ,seG ,A , b a , b L
J =oi .e .,

n -  1 n -1a(i a©b A,s) = £ Z 3  ̂  ̂d’P)b(p,j)a(p,A)a(j,s)
j= 0  p=0

fro m  w hich by using th e  b io rth o g o n a lity  of A and B th e  re la tio n
(4) fo llow s. The re la tio n  (5) can be proved s im ila rly .

Using th e  A ,B ~shift th e  g en e ra lized  convolu tion  
(A ,B -convolution) of tw o fu n c tio n s / ,g e P (G ),is  d efined  [3] as

n -1  n -1
(/  A*B g ) (i)= l  [  13U \ j , k ) f ( j ) g ( k ) ,  VieG. 

J =0 k =0i.e.
n -1

( f  *  g )(i) = Y g (i © j ) / ( j ) .A , B Lt A , B
j= o

In m a tr ix  n o ta tio n  th is  convolution is given by

f  * g = C (g )fA, B A,B

( 6 )

(7)

w here th e  g en era lized  convolution m a tr ix  ^(g) is an (nxn)
m a tr ix  whose elem ents a re  given by c ( i, j)= g ( i  © J), i,jeG .A , B

From  (6) it fo llow s [3] th a t



f  * g = A ! (Bf°A g). (8)A , B

N ote th a t  a s  f o r  A .B -sh ift, th e  A ,B -convolution f o r  B=A 
re d u c e s  to  th e  so -c a lle d  A -convolution defined  and s tu d ied  in [2]
(see, a lso  [4]). F u rth e rm o re , fo r  th e  p a r t ic u la r  choice of th e
m a tr ic e s  A and B, th e  A ,B -convolution red u ces to  th e  convolu tion
a p p e a rin g  in th e  th e o ry  of d isc re te  o rth o g o n a l t r a n s fo rm s  on
f in i te  g roups. For exam ple, if  bo th  A and B a re  equal to  th e  
d is c re te  F o u rie r  tra n s fo rm a tio n  m a tr ix , th e  A ,B -convolution  
re d u c e s  to  th e  cyclic convolution. Also, fo r  A=B=W w ith  W being 
th e  W alsh m a tr ix , A ,B -convolution red u ces to  th e  dyadic 
convolution .

It is show n [3] th a t  A ,B -convolution s a t is f ie s  th e  fo llow ing  
p ro p e r tie s .
L em m a 2. L et / ,g ,h e P (G ). Then,

1 . f *
A ,  B

(g+h) =  f *  g  +  f
A , B B

2 .
f * (g *  h ) -  ( f  *  ,

A ,  B A , B A ,  B

-1  ,

3 . f * g = A B (g *  f ) ,
A ,  B B , A

4. A(f * g ) =  Bfo.Ag.

Obviously, th e  P ro p e rty  4 fro m  Lemma 2 is th e  g e n e ra liz a tio n  
of th e  w ell-know n  convolution th eo rem  fo r  F o u rie r t r a n s fo rm  w hich 
s ta te s  th a t  th e  sp ec tru m  of th e  convolution of tw o  fu n c tio n s  is 
equal to  th e  p ro d u c t of th e  sp e c tra  of th ese  fu n c tio n s . It is 
im p o rta n t to  no te  th a t  th e  A ,B -convolution enab les one to  
fo rm u la te  th e  convolution th eo rem  fo r  any d isc re te  t ra n s fo rm  on G. 
For exam ple, th e  convolution theorem  fo r  d isc re te  H aar t r a n s fo rm  
w as co n sid ered  in [5],



L em m a 3. Let / ,g e P (G ),. Then,
1.

2.

3.

C U U g )  ‘Ci , B lf>  + CA,Bl g h

C ( f ) = A (d ia g (A f)  )B,A,B

C (g * h) = C (g)C  (h).A,D S  A , B A , B & B, D

P ro o f .  1. The p ro o f of 1. is easily  o b ta ined  by using  th e  
d e fin itio n  of convolution m a trix , and hence i t  is om itted .

2. In o rd e r to  prove 2. we w ill s t a r t  fro m  th e  p ro p e r ty  4 
of Lemma 2, fro m  w hich by using (7) we have

A(C (g )f) = (d iag(A g))B f,
A,  B

i .e . ,
C (g )f = A ^d iag tA g D B f,

A , B

w hich proves 2.
3. Using 2, fro m  p ro p e rty  4 of Lemma 2 we have

C (f  * g) = A_1(diag(B f °Ag))D,
A , D  A , Bi . e . ,

C (f  * g) = a1 (diaglAgDBB1 (diag(B f))D  = C (g)C (f) .
A , D  A , B A , B  d , U

If th e  f ie ld  P is such th a t  th e  cond itions fo r  th e  ex is te n c e  
of a F o u rie r t ra n s fo rm  a re  s a tis f ie d  (see, fo r  exam ple [21]), th en  
th e  F o u rie r  tra n s fo rm  of /eP (G ) re la tiv e  to  A could be d efined  by

n - 1
f U )  = £  a ( i , j ) / ( j ) ,  VieG.

J'=0
As in th e  th eo ry  of d isc re te  tra n s fo rm s , th e  sp e c tra l

c o e ff ic ie n ts  f  (i) w ill be called  th e  A -spectrum  of f .
A

The inverse  F o u rie r tra n s fo rm  is given by



rt-1
/ ( i )  = Y a" (j),  ieG.Li A

j =0
In m a tr ix  n o ta tio n  th is  F o u rie r t ra n s fo rm  and i ts  in v erse  m ay 

be w r i t te n  as f ^ = k f ,  and f=A V  , resp ec tiv e ly .
P ro p e r ty  2 fro m  Lemma 3 enab les us to  c a lc u la te  th e  

M oore-P enrose  in v erse  C of C More p rec ise ly , since
_ 2  A , B  A , B  ^  J

(f)=A  (d iag fA f ))B, i t  fo llow s im m ediate ly  (see, f o r  exam ple
[9, p .97]):

w h ere

C+ ( f )  =A,  B B 1( d i a g f +)A,A

4. f ^ 1(0 f  o r f . U ) * 0
f  A (X) = \ A

1 0 f  o r f .  U)A = 0

re la tio n s 1,2, and 3 f  rom Lemma 3
involve as  a p a r t ic u la r  case  th e  re s u l ts  fro m  [6] o b ta in ed  fo r  
bo th  A and B equal to  th e  C hrestenson  m a trix .

3. DISCRETE GIBBS DIFFERENTIAL OPERATORS
In th is  sec tio n  we w ill in tro d u ce  th e  d e fin itio n  of th e  

d is c re te  Gibbs d if fe re n t ia l  o p e ra to rs  re la tiv e  to  tw o  a p r io r i  
chosen b ases  in P(G). Also, th e  concept of th e  Gibbs
a n ti-d e r iv a t iv e  w ill be in troduced .

D e f in i t io n  1. For a fu n c tio n  /eP (G ), th e  A ,B-G ibbs d e riv a tiv e  
re la tiv e  to  th e  given bases A and B is defined  by

n - l
(1), r.f  (i) = ( f  * h ) [ i )  = ) h{i  e k ) f { k ) ,  VieG, (10)A,  B L  A,  B

k =0w ith



n - 1
M i)  = £  j a   ̂ 1 \ i , j ) - 

J= 0
— 1 TIn m a tr ix  n o ta tio n  h=A V, w here  V =[0,1,... ,n - l]  , and 

th e re fo re ,  th e  A,B-Gibbs d e riv a tiv e  is given by

f (1) = f  * h,A , B

w here  ^(n-1)] .
F rom  th is  re p re se n ta tio n  and P ro p e rty  2 of Lemma 3 we have

f (1) = D f  = A_1(diagV )B f,A,B

i .e . ,  th e  A,B-Gibbs d if fe re n t ia l  o p e ra to r  is given in m a tr ix  fo rm
D = A ^(diagV)B.A, B

The d e riv a tiv es  of h igher o rd e rs  we define  re c u rs iv e ly  as 
f(m ) _ w hich yields

ffm j = A_1(Bf o(VoBA_1)m_1V),
i .e .,

\  '''(diagKtdiagViBA 1)m ^VliBf.
The A,B-Gibbs d eriv a tiv e  defined  in th is  way includes som e of 

w ell known d isc re te  d if fe re n tia l  o p e ra to rs . For exam ple, if  B=A 
and G is considered  as an Abelian group th is  o p e ra to r  red u ces  to  
th e  o p e ra to rs  stu d ied  in [32], R ecall th a t  th ese  o p e ra to rs  include 
th e  re s u l ts  fro m  [15,17,33] ob tained  fo r  A to  be equal to  th e  
Walsh, C hrestenson  and H aar m a trix , resp ec tiv e ly . N otice th a t  th e  
re s u l t  ob ta ined  fo r  A and B to  be equal to  th e  C hrestenson  m a tr ix  
w as red isco v ered  in [23]. However, unlike to  th e  e x is tin g  re s u l ts ,  
th e  D efin ition  1 holds also  fo r  nonorthogonal bases. R ecall th a t  
fo r  a given nonsingu lar m a tr ix  A, th e  m a tr ix  C whose
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e ig e n fu n c tio n s  a re  th e  colum ns of A, can be d e te rm in ed  by a 
p ro c e d u re  given in [5]. It can be shown th a t  fo r  th e  m a tr ix  C 
o b ta in ed  in th is  w ay holds C = D

A, A
The re la tio n sh ip  of th e  dyadic Gibbs d e riv a tiv e  w ith

R itt-K o lch in  d e riv a tiv e s  w as d iscussed  in [11], w hile  i ts
re la tio n s h ip  w ith  Boolean d if fe re n c e  w as considered  in [14],

The re p re s e n ta tio n  of th e  A ,B-Gibbs d e riv a tiv e  as  a 
convolu tion  o p e ra to r  su g g ests  an ap p lica tio n  of th e  f a s t
convolu tion  a lg o rith m s fo r  th e  n u m erica l ev a lu a tio n  of th is  
o p e ra to r  o f a given fu nction .

As we n o ted  above, A ,B-Gibbs d e riv a tiv e  in tro d u ced  h e re  can 
be co n sid e red  as a g e n e ra liz a tio n  of some known d isc re te
d if f e r e n t ia l  o p e ra to rs . A ju s t i f ic a t io n  fo r  th is  s ta te m e n t can  be 
found  in th e  fo llow ing  theorem .

Theorem 1. Let feP{G).  Then,
1- If  A is o rthogonal, and A 2and B a re  b io rth o g o n a l

m a tr ic e s , th en  D^ Ba (p )= p a  *(p ), w here  a ^(p) is th e  p - th  colum n
o f A . S im ilarly , D a (p )= p a (p ).

a  , B

2. ii
<s VofA, B A B

3. D {f  * g) = f  *A,B A , B A, B

4. D [Sk  f ) = a "-'■ BskB, A A , B B,

Proof .
By (10) i t  fo llow s th a t

iD a (p ))(i)A, B
n - 1 n -1

I  I  1)(i Af B k , j ) a ( k , p ) ,  
k=0 j= 0



and by using  (5)
n -1  n -1

(D a (p ))( i)  = V ) j a K ~ \ j , k ) a ( k , p j .A,B Lt Lt
k =0 j = 0

Since A is o rthogonal,

(D a (p ))(i)  = pa^ 1\ i , p ).
A , B

The p ro o f of th e  second p a r t  o f th e  s ta te m e n t goes s im ila rly .
2. The F o u rie r tra n s fo rm  of A .B-G ibbs d e riv a tiv e  of a 

fu n c tio n  /eP (G ) is by d e fin itio n

(D f )  = A(D f j  = A (f * h) -  BfoAh.A,B A A , B A , B

Since h = A V i t  fo llow s th a t

(D f )  = BfoV.A,B A

3. The p ro o f of p ro p e rty  3 is easily  o b ta in ed  by using  th e  
P ro p e r ty  2 fro m  Lemma 2, and hence i t  is om itted .

4. From  (3) and (10) we have

D (S'k f )  = A \d ia g V )(d ia g b (k ))A f,
A ,  B B , Ai . e . ,
D (Sk  f )  = A-1BB~1(diagb(Jt))AA~1(diagV}BB W ,

A, B B , A

fro m  w hich th e  s ta te m e n t fo llow s d irec tly .
Now we w ill consider th e  problem  of th e  d e te rm in a tio n  of th e  

values of a  fu n c tio n  from  th e  values of i ts  A .B-Gibbs d e riv a tiv es .

D e f in i t io n  2. The A.B-Gibbs a n ti-d e r iv a tiv e  of a fu n c tio n  /eP (G ) 
is defined  by



n - 1
(I  f ) ( i )  = i f  * h~l )U) = y  h _1(i e  k )/U O ,A, B A , B L* A , d

k=0

w h ere n-1
, - L . v  r  -1 (-1),.h {  i )  =  ) j  a

j =1
In m a tr ix  n o ta tio n  h A \  w h ere  V =

[0,1,2 1]T, and th e re fo re , th e  A ,B -G ibbs
a n ti-d e r iv a t iv e  is given by I f = f  * h \

The A ,B-G ibbs a n ti-d e r iv a tiv e s  of h ig h er o rd e rs  we d efine  
re c u rs iv e ly  as in th e  case  of A ,B-Gibbs d e riv a tiv e , w hich f in a lly  
y ie ld s  th a t  th e  A ,B -G ibbs a n ti-d e r iv a tiv e  of o rd e r  m  is given by

1 ^  f  = A W g O d ia g V  lBA l )m  XV 2)Bf.

S ta r t in g  fro m  th e  d e fin itio n  of A ,B-G ibbs d e riv a tiv e  and 
a n ti-d e r iv a t iv e  we have th e  fo llow ing  s ta te m e n t.

Theorem 2. L et /eP (G ). Then,

1. If  /  (0) = 0, th en  I  (D f ) ( i )  = f i i ) .A A,B B,A
\

2. If /  (0) = 0, th en  D (I  f ) U )  = f i i ) .B B,A A,B

Proof .
1. By P ro p e rty  2 of Theorem  1 we have

A (J (D f )) = B(D f ) o Ah_1 = Afo(VoAh_1).A, B B, A B, A

Since VoAh_1 = VoV_1 = [0 ,1 ,1 ,..., 1]T and, by assum ption
f  (0)=0, th e  s ta te m e n t is valid.A



2. The p ro o f can be ob tained  in a  m anner analogous to  th a t  
used  f o r  proving th e  S ta tem en t 1, and th e re fo re , i t  is  om itted .

N ote th a t  th is  th eo rem  fo r  B=A=W, w here  W is th e  W alsh 
m a tr ix , re p re s e n ts  th e  d isc re te  analogue of th e  co rresp o n d in g  
re s u l t  given in [8] fo r  th e  continuous W alsh fu n c tio n s.

4. GIBBS DISCRETE DIFFERENTIAL EQUATIONS

In th is  sec tio n  lin ea r d isc re te  d if fe re n t ia l  eq u a tio n s w ith  
A ,B-G ibbs d if fe re n t ia l  o p e ra to rs  w ill be in tro d u ced  and stu d ied . 
The d e te rm in a tio n  of th e  M oore-Penrose inverse  of th e  A ,B-G ibbs 
d if fe re n t ia l  o p e ra to rs  enables one to  ob ta in  th e  g e n e ra l so lu tio n  
as w ell as th e  m inim um -norm  le a s t- s q u a re  so lu tio n  of th e se  
equations.

D e f in i t io n  3. For a given fun c tio n  xeP(G) th e  re la tio n

r - 1  s - 1
V d{i)y{t  e  i) = 7  e ( i ) x ( t  e  i), r , s ^n , t eG ,  (11)

t=0 i=0

w ill be called an A ,B -d ifference equation.

Using (7) and P ro p e rty  3 from  Lemma 2 th e  eq u a tio n  ( ll)c a n  be 
w r i t te n  as

C (d)y = C (e )x , (12)B, A B,A

w here d = [d (0 ),. . . ,d (n - l) ]T, and s im ila rly  fo r  y, e, x.
To solve th is  equation  we w ill use some re s u l ts  fro m  th e  

th eo ry  of g en era lized  inverses (see, [9]). In th is  w ay and using
(9) we derive th e  fo llow ing theorem .



T h e o re m  3.
1. An eq u a tio n  of th e  fo rm  (11) is c o n s is te n t if  and only if

(1 -  d od^Je x  = 0  (13)B B B A

w h ere  1 is th e  u n it v ec to r of o rd e r  n, i .e ., th e  v ec to r of o rd e r  n 
w hose e lem en ts  a re  a ll equal to  1.

The g e n e ra l so lu tio n  of a c o n s is te n t A ,B -sh ift eq u a tio n  is 
given by

y=A i (d+°e ° x  ) + (I-A  ^(d °d  °A))T, (14)J  B B A B B

w h ere  T is an  a r b i t r a r y  m a trix .
2. The m inim um -norm  le a s t- s q u a re  so lu tio n  of eq u a tio n  (11) 

is given by
y=A ^(d °e ° x  ). (15)B B A

'" "P ro o f. To prove T heorem  3 we w ill use th e  m ethod fo r  th e
d e te rm in a tio n  of th e  g en era l so lu tion  of a sy stem  of lin e a r
eq u a tio n s  b ased  on th e  ap p lica tio n  of g en e ra lized  in v erses  [9].

1. From  T heorem  6 .3 .2  proved in [9 p.97] we have th a t  th e
eq u a tio n  (11) w r i t te n  in th e  m a tr ix  fo rm  (12) is c o n s is te n t if  and
only if  +C (d)C (d)C (e )x  = C (e)x .B, A B,A B, A B, A

By using  th e  P ro p e rty  2 of Lemma 3 and th e  re la tio n  (9) we 
have a f t e r  a sh o r t ca lcu la tio n  th a t  th e  consistency  cond ition  is 
given by (13).

By using  th e  second p a r t  of Theorem  2.1.1 fro m  [9, p.28] we 
have th a t  th e  g en e ra l so lu tion  of th e  equation  (12) is given by

v = C+ (d)C (e )x  + (I-C + (d)C (e))T, w B , A B, A B, A B, A

w here  T is an a r b i t r a r y  m a trix , which a f te r  a sh o r t ca lcu la tio n  
y ie ld s th e  re la tio n  (14).



2. By using  T heorem  6 .3 .2 ., fro m  [9, p.97] th e  m in im um -norm  
le a s t- s q u a re  so lu tion  of equation  (11), w r i t te n  in th e  m a tr ix  fo rm
(12) is given by

y = C+ (d)C (e)x .
J B , A B,A

Using th e  p ro p e rty  2 of Lemma 3 and th e  re la tio n  (9) we 
im m ediate ly  have (15).

D e f in i t io n  4. For a given fu n c tio n  xeP(G) a re la tio n  of th e  fo rm
r-1E
t=0

r - l
p.D  y A,B -  E q.D  x ,

i  A,B
i=0

(16)

w ill be ca lled  th e  A,B-Gibbs d if fe re n tia l  equation .
N ote th a t  th e  equation  (16) can  be tra n s fo rm e d  in to  a n 

A .B -sh ift equation  w ith  co n s ta n t c o e ffic ie n ts  by using  th e
convolution  re p re se n ta tio n  of A,B-Gibbs deriv a tiv e .

Using (7) and (10) th e  equation  (16) can be w r i t te n  as
E ( p ) By = E ( q ) Bx,

a , B K A , B

w here
r - l

E (p) = V  p .  d iag ((V °B A   ̂ )  ̂ V )), 
a , b L  i

i=0
Tand p = [p „ .. . . ,p  ,] and s im ila rly  fo r  q.^ 0 ' n - 1

The so lu tion  of th is  equation  is given in th e  fo llow ing  
th eo rem  ob tained  by th e  use of M oore-Penrose inverse.

T h eo rem  4.
1. An A,B-Gibbs d isc re te  d if fe re n tia l  equation  is c o n s is te n t

if and only if



( I - £  (p )£  (p ))£  (q )x  =0.A,B A,B A,B H B

The g e n e ra l so lu tio n  of a c o n s is te n t A ,B-G ibbs d isc re te  
d i f f e r e n t ia l  eq u a tio n  is given by

w h ere  T is  an a r b i t r a r y  m a trix .
2. The m inim um -norm  le a s t- s q u a re  so lu tio n  of an A ,B -G ibbs 

d i f f e r e n t ia l  eq u a tio n  is given by

P ro o f .  The p ro o f of T heorem  4 is ob ta ined  by using  th e  T heorem  
6 .3 .2  fro m  [9, p.97] in a m anner s im ila r  to  th a t  used in p roving  
T heorem  3, and th e re fo re ,  i t  is om itted .

N ote th a t  if  B=A, th e  req u irem en t w hich m ust be s a t is f ie d  fo r  
A ,B -G ibbs d if fe re n t ia l  equation  to  be c o n sis te n t red u ces to

y=B lE + (p )£  (q )x  +B 1( I - £ + (p )£  (p))T,
J A,B A,B B A,B A,B r

y=B lE Cp)£ (q )x  .J  A,B A,B B

r - 1 r - 1 r -1

and  th e  g e n e ra l so lu tion  is given by

t r -1 r -1

r -1 r - 1

w h ere  V °l deno tes th e  po in tw ise  p ro d u c t of V by i ts e l f  ta k e n  i 
tim es, and T is an a r b i t r a r y  m a trix .



In th is  case  th e  m inim um -norm  le a s t- s q u a re  so lu tio n  is given

, r_1 r - i n

y=A 1 oi,+ r  °i
( [ Q ) • 1  q tQ °XA

r-*» ii o L=0

Theorem  4 includes Theorem  4.1 and Theorem  5 .2  fro m  [6] as 
th e  p a r t ic u la r  exam ples ob ta ined  fo r  A and B be equal to  th e  
C hrestenson  m a trix .

CONCLUSION

In th is  p ap er th e re  is given a g e n e ra liz a tio n  of Gibbs 
d if fe re n t ia l  o p e ra to rs  on f in ite  in te rv a ls . Unlike th e  e x is tin g  
re s u l ts  th e  d e fin itio n  given in th is  p ap er holds a lso  fo r  th e  
nonorthogonal bases. At th e  sam e tim e, th e  known Gibbs
d if fe re n t ia l  o p e ra to rs  on f in ite  A belian g roups a re  involved as 
th e  p a r t ic u la r  exam ples.

The d isc re te  d if fe re n tia l  equa tions re la tiv e  to  th e  o p e ra to rs  
in tro d u ced - a re  d iscussed. The condition  of co n sisten cy  is 
d e te rm in ed  and in th a t  case th e  m inim um -norm  le a s t- s q u a re  
so lu tio n s a re  given.
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A b s tra c t:  In th is  p aper we give an overview of the  th eo ry  of Gibbs
d if fe re n tia tio n  on f in ite  not n ecessarily  Abelian groups. We also 
p re se n t some new re su lts  in th is  a rea . We consider the  concept of 
th e  Gibbs deriva tive  and an ti-d e riv a tiv e  on f in ite  non-A belian 
groups and discuss th e  corresponding Gibbs d if fe re n tia l  equations. 
The re c e n t re su lts  review ed here  a re  re la te d  to  th e  in tro d u c tio n  of 
p a r t ia l  Gibbs deriva tives and to  th e  fo rm u la tio n  of th e  f a s t  
a lgo rithm s fo r  num erical evaluation  of Gibbs deriv a tiv es on f in ite  
groups. We also suggest th e  app lication  of th e  Gibbs d eriv a tiv es  
considered  here  in linear system  theory  and logic design.

1. INTRODUCTION

In engineering p ra c tice  th e  elem ents of some fu nctional spaces 
a re  used fo r  m athem atical modeling of signals. Usually one deals 
w ith  fu nctions on the  rea l line IR or on the  se t of in teg e rs  2 or on 
some of i ts  f in ite  subsets. In a unique se ttin g  th ese  fu n c tio n s can 
be reg ard ed  as functions on some locally com pact Abelian groups. 
Pow erfu l too ls a re  developed fo r  the  p rocessing  of signals defined 
in such a way. These too ls a re  based on some o p e ra to rs  in the  
fu n c tio n a l spaces m entioned. However, th e re  a re  r e a l- l i f e  signals 
and system s which a re  n a tu ra lly  modeled as fu n c tio n s and,
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resp ec tiv e ly , re la tio n s  betw een fu n c tio n s on f in ite  non-A belian 
groups. As noted  in [1], some re lev an t exam ples a re  a problem  of 
p a t te rn  reco g n itio n  fo r  tw o colored p ic tu re s , w hich may be 
considered  as a problem  of re a liz a tio n  of a fu nction  defined on the  
group  of b in a ry  m a trice s , a problem  of syn thesis  of re a rra n g e a b ie  
sw itch ing  ne tw o rk s whose o u tpu ts  depend on th e  p e rm u ta tio n  of input 
te rm in a ls  [2,3], a problem  of in te rconnec ting  telephone lines, e tc. 
An ap p lica tio n  of non-A belian groups in lin ea r system  th eo ry  can be 
found in th e  approx im ation  of a lin ea r tim e in v a rian t system  by a 
system  w hose input and o u tpu t a re  fu nctions defined on non-A belian 
g roups [4].

A nother in te re s tin g  ap p lica tion  of non-A belian groups is 
p roposed  in [5], w here  a g enera l model of a suboptim al W iener 
f i l t e r  over a  group is defined. It is shown th a t  w ith  re sp e c t to  
som e c r i te r ia  th e  use of a non-A belian group may be m ore
advan tageous th an  th e  use of an Abelian group. For exam ple, in some 
cases  th e  use of various non-A belian groups re s u lts  in im proved 
s ta t i s t ic a l  p e rfo rm an ce  of th e  f i l t e r  as com pared to  DFT.

T h ere fo re , th e re  is m ore th an  academ ic in te re s t  in ex tending
signal p rocessing  m ethods to  fu nctions defined on f in ite  non-A belian 
groups. In th is  p ap er we consider a p a r t ic u la r  a re a  of a b s tra c t  
harm onic  analysis. We a re  in te re s te d  in ex tending  th e  ideas of Gibbs 
d if fe re n tia tio n  to  fu n c tio n s defined on a f in ite  not n ecessa rily
Abelian group G in to  th e  fie ld  P, which could be th e  com plex fie ld  €
o r a f in ite  one ad m ittin g  th e  ex istence  of a F ou rie r tra n s fo rm . The
space of such fu n c tio n s we denote by P(G).

In th e  p aper we give f i r s t  a sh o rt survey of th e  a u th o r’s w ork
in th is  a re a , -and then we re p o r t  on some new re la te d  re su lts . We
f i r s t  consider th e  d efin itio n  of th e  Gibbs d if fe re n tia l o p e ra to r  in 
th e  space P(G). This o p e ra to r  is an ex tension  of th e  Gibbs
d eriv a tiv e  on f in ite  Abelian groups [6,7] ob tained  by the



rep lacem en t of th e  group c h a ra c te rs  by irred u c ib le  u n ita ry  group 
rep re se n ta tio n s . We also consider the  problem  of d e te rm in a tio n  of 
th e  values of a function  from  th e  values of i ts  Gibbs deriva tive . In 
th is  o rd e r th e  Gibbs a n ti-d e riv a tiv e  on f in ite  non-A belian groups is 
defined. The concept of p a r t ia l  Gibbs d eriva tives is in troduced . The 
re c e n t r e s i ts  on m a trix  re p re se n ta tio n  on Gibbs d eriv a tiv es  and 
p a r t ia l  Gibbs deriva tives a re  rep o rte d  and discussed. Upon th ese  
re s u lts  is  based th e  fo rm ula tion  of th e  f a s t  a lgo rithm  fo r  num erical 
evaluation  of Gibbs deriva tives on f in ite  non-A belian groups.

Using Gibbs deriva tives th e  asso c ia ted  d if fe re n tia l  equations 
w ith  co n stan t co e ffic ien ts  a re  defined and solved. These equations 
can be considered as th e  in p u t-o u tp u t-s ta te  re la tio n s  of a subclass 
of lin ea r tra n s la tio n  in v arian t system s on f in ite  non-A belian groups 
[8]. An app lica tion  of p a r t ia l  Gibbs d eriva tives fo r  th e  de tec tio n
of some p ro p e rtie s  of functions from  P(G) is suggested .

2. NOTATIONS AND DEFINITIONS

Let G be a f in ite  no t necessarily  Abelian .group of o rd e r g. We 
a sso c ia te  in a  unique m anner to  each group elem ent one non-negative  
in teg er fro m  th e  se t { 0 ,l ,. .. ,g - l}  providing th a t  0 is a sso c ia ted  to  
th e  group iden tity . In w hat fo llow s the group elem ents w ill be 
id en tified  w ith  th e  non-negative in teg ers  asso c ia ted  to  them .

For th e  fie ld  P we w ill assum e henceforth :
1. char  P = 0, or char P does not divide g.
2. P is th e  so -ca lled  sp littin g  fie ld  fo r  G.
R ecall th a t  the  complex fie ld  is the  sp littin g  fie ld  fo r  any

fin ite  group.
Let K be th e  num ber of equivalence c lasses of irred u c ib le

re p re se n ta tio n s  of G over P. Each such equivalence c lass con ta ins
ju s t  one u n ita ry  rep re sen ta tio n . We shall denote the  K irred u c ib le



u n ita ry  re p re se n ta tio n s  of G in some fix ed  o rd e r by R^, R^......
The se t T = {R„,R1>... ,R V J  is th e  dual ob jec t fo r  G. We denote by 

U 1 x v —2

R (x) th e  value of R a t  xeG. Note th a t  R (x) s tan d s  fo r  a
w w ( i, j )n o n -s in g u la r  (r x r  ) m a tr ix  w ith  elem ents R (x )eP , xeG,  w w w (i, j ); ;= i 2 .. r  . I t  is w ell known th a t  th e  fu n c tio n s R ’ (x),>J > > ’ w w

w = 0 ,l ...... K -l, i , j = l , . . . , r  fo rm  an orthogonal system  in th e  space
P(G). T h e re fo re , th e  d ire c t and inverse F o u rie r tra n s fo rm  of a
fu n c tio n  /eP (G ) a re  defined  respective ly  by

g~ i
S (w) = r  g l V f i n )R (u 1), (1)J  W L, W

u=0

K - l
f i x )  = ^  Tr(S (w)Rw (x)), (2)

w=0

w here  T r A denotes th e  t r a c e  of A.
H ere and in th e  sequel we shall assum e w ithou t ex p lic itly  

s ta t in g  i t  th a t  all a r ith m e tic a l o pera tions a re  c a rr ie d  out in th e  
f ie ld  P.

Note th a t  T r R is called  th e  c h a ra c te r  of R . R ecall th a t  if  g  w w
is an Abelian group then  a ll i t s  re p re se n ta tio n s  a re  
one-d im ensional, and th e re fo re  they reduce to  th e  c h a ra c te rs . In 
th a t  case  th e  se t T under com ponentw ise m u ltip lica tion  fo rm s a 
m u ltip lica tiv e  group isom orphic to  G.

For th e  F o u rie r tra n s fo rm  as defined above, the  m ain p ro p e rtie s  
c h a ra c te r is t ic  fo r  th e  c lass ica l F o u rie r tra n s fo rm  a re  sa tis f ie d . 
L et us m ention lin ea rity , tra n s la tio n  of argum ents, 
W iener-K intchine, P lancherel and Poisson theorem s. For exam ple, th e  
tra n s la t io n  (sh ift)  o p e ra to r  T on g  is defined by



and th e  follow ing p ro p erty  holds

S x , ,(w) = R (t )S , ,(w). f i x x )  w  f i x )
Note th a t  th e  convolution theorem  is valid  in only one 

d irec tio n . More precisely , if  h is a fu n c tio n  obtained  as th e  
convolution on G of tw o fu nctions / ,a n d  g, which we denote by h = /* g , 
then

r  g V  (w) = S .(w )S  (w). w* h f  g
Obviously, th e  rev e rse  s ta tem en t analogous to  the  second p a r t  

of th e  convolution theorem  in c lassica l F ou rie r analysis, can h ard ly  
be fo rm u la ted  since th e  dual ob jec t T does not have a group 
s tru c tu re  so th a t  convolution on T is not defined.

Com putation of th e  F o u rie r and inverse F o u rie r tra n s fo rm  can be 
c a rr ie d  out using f a s t  a lgorithm s [1] re p re se n tin g  the  
g en era liza tio n  of th e  fam ous FFT.

3. GIBBS DIFFERENTIAL CALCULUS

The Gibbs d if fe re n tia l o p e ra to rs  on Abelian groups a re  defined 
as lin ea r o p e ra to rs  having the  group c h a ra c te rs  as th e ir
e igenfunctions (see, fo r  exam ple [7,9,10,11]). Since the  group 
c h a ra c te rs  a re  th e  kernels of F ourier tra n s fo rm s  on locally com pact 
Abelian groups, i t  is very convenient to  c h a ra c te r iz e  th e  Gibbs 
d eriva tives by F ourier tra n s fo rm  co effic ien ts . M oreover, the  s tro n g  
re la tio n sh ip  betw een the Gibbs deriva tives and F ourier c o e ffic ien ts  
is som etim es used as th e  s ta r t in g  point fo r  in troducing  the  Gibbs 
d eriva tives on some groups (see, fo r  exam ple [11,12,13]). Using the  
sam e approach Gibbs derivatives on f in ite  non-A belian groups a re  
defined in te rm s of F ourier co e ffic ien ts  as follow s [14],



D e f in i t io n  1. The Gibbs d eriva tive  D/  of a fun c tio n  feP iG)  whose 
F o u rie r t ra n s fo rm  is S is defined  by

K - l
(D /)(x ) = V wTr(S (w)R O )). (4)L f  w

w=0

As i t  is noted  in [14] th is  defin ition  is unique only by v irtu e  
of th e  f ix ed  o rd e r which we adopted fo r  th e  elem ents of r .  If a 
d if fe re n t  n o ta tio n  w ere adopted, then  (4), though unchanged in 
ap p earan ce , would define a d is tin c t d if fe re n tia to r . This phenomenon 
is no th ing  new; i t  is a lread y  p re sen t in th e  d efin itio n  of th e  
dyadic Gibbs d eriva tive  [6], which depends upon th e  o rd e r assum ed 
fo r  th e  Walsh fu n c tio n s (the c h a ra c te rs  of th e  dyadic group). The 
sam e s ta te m e n t applies to  all o th e r Gibbs deriva tives on d if fe re n t 
g roups.

In w hat fo llow s th e  Gibbs d eriva tive  w ill be denoted by D f  or, 
a lte rn a tiv e ly , by

Follow ing th e  approach  used in [15] fo r  th e  dyadic deriva tive , 
and la te ly  in [16] fo r  Gibbs d eriva tives on f in ite  Abelian groups, 
an in te rp re ta tio n  of th e  Gibbs deriva tive  defined by (4) can be 
given as fo llow s [14],

D efine th e  p a r t ia l  sum f ^ [ x ) ,  p^K, by

p -1
f  (x)  = Y Tr(S (w)R (*)). (5)p L f  w

w=0

D efine also  th e  F ejb r sum as
q

V * 5 = 9 _ 1 1  f p i x ) -
P=1

(6 )
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S ubstitu tin g  (5) in to  (6) we have, a f te r  a sim ple calcu lation ,

K - l
f i x )  -  <rK(x) = K_± £  wTr(S (w)Rw U )). 

w=0
The le f t  m em ber of th is  equality  is the  e r ro r  in th e

approx im ation  of f  by its  F e je r sum cr^(x). Hence, the  Gibbs 
d eriva tive  on a f in ite  non-A belian group g  can be in te rp re te d  as 
th is  e r ro r  m ultip lied  by K. Note th a t  the  corresponding  re s u lt  fo r  
th e  in fin ite  dyadic group is given in [17].

The m ain p ro p e rtie s  of the Gibbs deriva tive  a re  analogous to  
th e  corresponding  p ro p e rtie s  of th e  c lass ica l N ew ton-L eibniz
derivative , and they  a re  given in th e  follow ing theorem .

T h eo rem  1. If fePiG),  then

1. Dia.1f 1+<x2f 2 ) = ô D /3 + ctgD fg, a 2,a 2e P ’ ? 2eP(G )'

2. D / = 0 eP  i f f  f  is a co n stan t function .

3. If th e  F o u rie r tra n s fo rm  of /  is S^., then  th a t  of f  
is given by

S Qjtw) = wS (w), w = 0 ,l,. . . ,K-1.
fThis p ro p erty  can be in te rp re te d  as the  f a c t  th a t  th e  se t

fR ^ ’^ < x ) )  is th e  se t of e igenfunctions of the  Gibbs deriva tive , w
i.e .,

DR U, j )
w (x) = wR U J lw

From  th e re , due to  the  lin ea rity  of Gibbs deriva tive , we have 
f  u r th e r

DTrR (x)  = wTrR (x). w w



4. From  P ro p e rty  3 i t  easily  fo llow s th a t
D = (D f 1) * f 2 = f r f 2eP(G)

w h ere  * deno tes th e  convolution on G.
5, The Gibbs d eriv a tiv e  com m utes w ith  th e  tra n s la tio n  (sh ift)

o p e ra to r  T, i .e . ,  T TD (T1/ )  = T (D /), VxeG.
I t is known th a t  Gibbs d if fe re n tia l o p e ra to rs  do n o t obey th e  

p ro d u c t ru le . The sam e applies to  th e  Gibbs d eriva tive  considered  
h e re , i .e ., i t  is fa ls e  th a t  fo r  each and f n

D ( / , f 2 ) = / j(D /2 ) + (D /2I f 2 .
The Gibbs deriv a tiv e  can be ex tended  to  an a rb i t r a ry  com plex 

o rd e r k by w ay of th e  d efin itio n  of th e  d e lta  function :

K - l

The Gibbs deriv a tiv e  of o rd e r k of th e  <5-function is ob tained  
by a d ire c t g en e ra liza tio n  of th e  p ro p e rty  (7),

w=0
The 6 -fu n c tio n  th u s defined  has th e  p ro p erty

K - l
S ^ ( x )  = g  1 V w*V TrR (x).L w w

w=0
Using P ro p e rty  4 from  Theorem  1 we have:

K=1
(Dk/ ) ( x )  = ((Dk5 )* /) (x )  = Y  w^TrfS (w)R (x))./  w

w=0



4 .  GIBBS ANTI-DERIVATIVE

In th is  section  we consider a m ethod fo r  th e  d e te rm in a tio n  of 
th e  values of a fu nction  from  th e  values of i ts  Gibbs deriva tives.

I t  is obvious from  (8) th a t  th e  Gibbs d eriva tive  can be 
considered  as a convolution o p e ra to r  on P(G). More p rec ise ly , if  we 
in troduce  a fu n c tio n  defined by i ts  F ou rie r tra n s fo rm
c o e ffic ien ts  as:

w here  I is  th e  (r x r ) id en tity  m a trix , th en  accord ing  to  (8) the  r  w ww
Gibbs deriv a tiv e  of o rd e r k of a function  f€P{G)  is given by

From  here  we im m ediately deduce th e  concept of th e  Gibbs 
an ti-d e riv a tiv e .

L et us in troduce a fu nction  W , defined in th e  tra n s fo rm  dom ain-k
by: 1

0 , w = 0

w

(D /)(x ) = (Wk* /) (x ) .

1 , w = 0

Sw (w) = « ( 9)
-k -kr  w I w r w = l,2 ...... ,K-1

w

Note th a t  by an application  of the  inverse F ou rie r tra n s fo rm
K -l

w=l



O bserve th a t  fu n c tio n s of th is  kind fo r  th e  p a r tic u la r  case  of 
th e  dyadic group w ere  ap p aren tly  f i r s t  investig a ted  by W atari [18], 
in th e  f ra m e  of W alsh-F ourier m u ltip lie r theo ry , Such fu n c tio n s w ere
la te r  used in [9] fo r  th e  sam e purposes as those  considered  here . To
be c o n sis te n t w ith  th ese  p a r tic u la r  d efin itio n s we om itted  th e  
f a c to r  th e  appearance  of w hich could be expected  accord ing  to
th e  convolution theorem .

Using th e  fun c tio n  W_k we in troduce  an inverse  o p e ra to r  w hich 
w ill be called  th e  Gibbs a n ti-d e riv a tiv e .

D e f in i t io n  2. For a fu nction  /eP (G ) th e  Gibbs a n ti-d e r iv a tiv e  of
ko rd e r k, denoted  by i , is defined as

(I kf ) ( x )  = (W _k* f ) i x ) .

The Gibbs a n ti-d e riv a tiv e  can be considered as a F o u rie r
m u ltip lie r  o p e ra to r , th u s having all p ro p e rtie s  c h a ra c te r is t ic  fo r  
th ese  o p e ra to rs . T h ere fo re , th e re  is no need fo r  an}/ p a r t ic u la r
co n sid e ra tio n  of th ese  p ro p e rtie s  here.

Having th e  concept of th e  Gibbs an ti-d e riv a tiv e  we can deduce a 
th eo rem  w hich show s how to  determ ine th e  values of a fun c tio n  j iro m  
th e  values of i ts  Gibbs d eriva tive  of o rd e r k.

T h eo rem  2. L et feP(G)  be such th a t  S (0) = 0. Then,

f i x )  = g _1Ik (Dk/ ) ( x )  (10)

or equivalently

f i x )  = g _1Dk(Ik/ ) ( x ) .  (U)

H ere th e  fa c to r  g  k ap p ears a t  the  r ig h t hand side of the 
eq u a litie s  (10) and (11) since we om it i t  in th e  defin ition  (9).



Note th a t  Theorem  2 can be reg ard ed  as a kind of c o u n te rp a r t of 
th e  so -ca lled  fundam ental theorem  fo r  dyadic analysis due to  B u tzer 
and W agner [9]. Moreover, as i t  is noted in [19], th e  theorem s of 
th is  kind a re  a kind of co u n te rp a rt of the  fundam ental theorem  of 
th e  N ew ton-Leibniz calculus in th e  fram e  of a b s tra c t  harm onic

5. PARTIAL GIBBS DERIVATIVES

In th is  section  we shall be concerned w ith  the  p a r tia l  Gibbs
d erivatives fo r  functions from  P(G).

We assum ed th a t  a f in ite  not necessarily  Abelian group G of
o rd e r g can be rep re sen ted  as a d ire c t p roduct of some subgroups
G ...,G of o rd e rs  g v - - - , g> respectively , i.e .,I n i n

The convention adopted in Section 2 fo r  the  n o ta tio n  of group 
elem ents applies to  the  subgroups G. as well. Due to  th is  assum ption

analysis on groups.

n n
G = x G.,. , i

( 12 )

each x e g  can be uniquely rep resen ted  as

n
[ a . x . ,  x .eG. ,  xeG,l l  L L

1 =  1

w ith
n

a .
IT g . , i= l...... n-11j= i+ l

w here g . is the  o rd er of G ..J d



The group o p era tio n  oof G can be expressed  in te rm s  of th e  
group o p era tio n s  o of th e  subgroups G., i= l , . . . ,n  as

x o y  -  (xlyr x2 °y2’---’xn°yn}> x>YeG’ Xi‘yi€Gi (13)

N ote th a t  i f  th e  group G is re p re se n ta b le  in th e  fo rm  (12), 
th e n  i t s  irred u c ib le  u n ita ry  re p re se n ta tio n s  can be obtained  as the 
K ronecker p ro d u c t of th e  irred u c ib le  u n ita ry  re p re se n ta tio n s  of 
subgroups G., i= l , . . . ,n .  T h ere fo re , th e  c a rd in a lity  K of F can be 
ex p ressed  as

n
K = n K.,

t= l 1
w here K. is  th e  c a rd in a lity  of th e  dual ob ject F. of G..

Now, fo r  a given group G of th e  fo rm  (12), th e  index w of each 
u n ita ry  irred u c ib le  re p re se n ta tio n  Rw can be re p re sen ted  as

n
w = V b .w ., w .= 0 ,1 ,...,K .-1  , w = 0 ,1 ,...,K -1L i i i i

i=l
w ith

b.i J = i+1
K . , J

1, i = n

(14)

Using th e  n o ta tio n  in troduced, a given function  / ( x ) ,  xeG can
be considered  as a function  of several v ariab les, / ( x , . . . , x  ),1 n
w here x^eG.. For th is  function  th e  p a r tia l  Gibbs deriva tive  w ith  
re sp e c t to  th e  variab le  x .  is defined [20] as follow s.

S ta rtin g  from  D efin ition  1 and using some w ell-know n p ro p e rtie s  
of group c h a ra c te rs  we easily  have:



K - 1 g ~ 1
(D /X x ) = £  w T rf r^ g  1 £  f (u )R ^(u .  °x)X

w=0 u=0

From  th e  invariance under tra n s la tio n  p ro p e rty  of th e  H aar 
in te g ra l

£  giy)  = £  g (z ° y ) ,  VzeG, geP(G)
yeG yeG

we ob tain
g -1  K - l  ^

(D f ) ( x )  = g _1 [  / ( u o x )  [  w rwT r(R w (u ). 
u=0 w=0

Now we have th e  fo llow ing defin ition .

D e f in i t io n  3. The p a r tia l  Gibbs deriva tive  (A ./X x ) a t  a point
x = (x  ...... x .  , x . , x .  j , - . - , x  )eG w ith  re sp ec t to  th e  i - th  v ariab le
x  of a function  feP(G)  is defined as the  Gibbs d eriva tive  i(D /.X x .) ,  a t  x , of th e  function  /.eP (G ) defined by
/ l y )  -  ...... x l - r y ' x M .......Xn 11

Thus,
(D ./) (x )  = (D f  H x  )L L L

V 1 K . - li
- a~1 V f f x  x  u °x  x  , . ,x  ) V w r ^TrR   ̂ ( u / ) ,  ■  g i L i - V i i ’ i +1’ n  L  w w i

u . =0  i w=0

w here g is th e  o rd e r of G. , K. denotes th e  num ber of nonequivalent
t  1 L Lirred u c ib le  re p re sen ta tio n s  of G., and r ^  is the  dimension of the

rep re se n ta tio n  R ^  of G..



A ctually , th e  p a r tia l  Gibbs d eriva tive  D. th u s defined  is thei
re s t r ic t io n  on G. of th e  Gibbs deriva tive  on G. I t fo llow s th a t  th e  
p a r t ia l  Gibbs d eriv a tiv es  have p ro p e rtie s  s im ila r to  those of th e  
Gibbs d eriva tive .

T h e o re m  3. L et feP(G).  Then,

E h / = ^ f  is a co n stan t on G., i .e ., i f f  f  has th e  sam e 
value fo r  Vx <=G.. M oreover, D.c=0 fo r  any co n stan t csP(G).L L l

2. D . l c / j + c ^ )  -  CjDj/ j * c2D ./2, cr c26P. ).
3. D.(D j f )  = DXD. f ) .

4. If th e  F o u rie r tra n s fo rm  of /eP (G ) is S^., th en  th a t  of 
D . /  is given by

SD ./^ W  ̂ = B.(w)S^.(w), w = 0 ,l, . . . ,K - l

w here  B.(w) = [0 ,1 ,... ,K .-1 ,0 ,1 ,...,K .-1 ,...,0 ,1 ,...,K .-1 ]T
5. D ( f *g)  = D f * g  = fD .g .L i t

6. MATRIX REPRESENTATION OF GIBBS DERIVATIVES

The Gibbs d eriva tives as defined by D efin ition  1 a re  
conveniently  c h a ra c te riz e d  by F ourier co e ffic ien ts , a f a c t  
ex p lic itly  ex p ressed  also in P ro p erty  3 of Theorem  1.T h ere fo re , to  
g e t a m a tr ix  re p re se n ta tio n  of th ese  d if fe re n tia l o p e ra to rs  it is 
very a p p ro p ria te  to  s t a r t  from  th e  m a trix  re p re se n ta tio n  of th e  
F o u rie r tra n s fo rm  on G. Since th is  tra n s fo rm  is given in te rm s of 
th e  irred u c ib le  u n ita ry  re p re se n ta tio n s  which a re  square  m a trice s
w ith  elem ents in P, we need th e  follow ing defin itions of generalized  
m a tr ix  m ultip lica tion .



D e f in i t io n  4. Let A be a (mxn) m a tr ix  w ith  elem ents a eP, 
je { 0 ,l , . . . ,n - l} ,  and le t [B] be a (nxr) m a trix

whose elem ents b , j e { 0 ,l ...... n-1}, k € { 0 ,l , . . . ,r  1} a re  (pxp)J ̂m atrice s  w ith  elem ent in P. We define th e  p roduct Ao[B] as a (mxr) 
m a tr ix  [Y] whose elem ents y . ^ ,  k e { 0 ,l , ... ,r- l}  a re
(pxp) m a trices  w ith  elem ents in P given by

n -1
Lik -  I a. .b . i j - j k

J=0

Tne p roduc t [B]oA is defined sim ilarly .
D e f in i t io n  5. Let [Z] be a (mxn) m a trix  whose elem ents
z. .,ie{01l ,.. . ,m - l> 1 je { 0 ,l , . . . ,n - l}  a re  (pxp) m a trice s  w ith
elem ents in P, and le t [B] be a (nxr) m a trix  whose e lem ents b ,
j e { 0 , l , ... ,n-l>, k e { 0 ,l ,. .. ,r - l>  a re  (pxp) m a trices  w ith  elem ents in
P. The p roduct of m a trices  [Z] and [B] is a (mxr)  m a tr ix  Y = [Z]°[B]
whose elem ents y eP a re  given by ik

Using th e  m a trix  opera tions in troduced th e  F o u rie r tra n s fo rm  
p a ir  defined by (1) and (2) can be expressed  as follow s.

TLet feP(G)  be given as a vector f = [ / ( 0 ) , . . . , / ( g - l ) ]  • Then its  
F ourier tra n s fo rm  is given by

[S3 = g-1[R-1]sf,
w here [ S J  = [S JO ) ,. .. ,S  JK -1)]T , and [R_1] = b w ithf  f  ~scl
b =r R (q), se { 0 ,1 ,...,K-1}, q e { 0 ,l ,. .. ,g - l} .- s q  s  s



The inverse  F o u rie r tra n s fo rm  is given by

f  = [R M S ],
w here  [R] = [a _ ]  w ith  a „ = R  (i), ie { 0 ,l , . . . ,g - l> t

Using th ese  defin itio n s re la tio n  (4) defin ing  th e  Gibbs 
d e riv a tiv e  can be re w r i t te n  in a m a tr ix  fo rm  as follow s.

D e f in i t io n  6. The m a tr ix  D describ ing  th e  Gibbs deriv a tiv e  on aogiven group g  of o rd e r  g  is given by

D = g  i [R]oGo[R \o
w here  [R] is th e  m a tr ix  of u n ita ry  irred u c ib le  re p re se n ta tio n s  of G 
over P, i .e .,  [R] = [a _ ]  w ith  a .y ?  (i),
J e { 0 ,l ,. . . ,K - l} , G is a diagonal (KxK) m a tr ix  given by
G = d ia g (0 ,l,.. .,K -l) , and [R_1]=[b ] w ith  b = r R _1(q )
s €{0,1,...,K -1>, g e { 0 ,l...... g-l>.

The m a tr ix  D d escrib ing  th e  Gibbs deriv a tiv e  of o rd e r k  can beo
re p re se n te d  in th e  sam e fo rm  su b s titu tin g  G by 
GA= d ia g (0 ,l>2k 1... ,(K - l) ;C).

The m a tr ix  re p re se n ta tio n  of th e  p a r t ia l  Gibbs deriv a tiv es
fo llow s d ire c tly  since they  a re  defined as the  re s tr ic t io n  of th e  
Gibbs d e riv a tiv e  to  the  corresponding  subgroups.
D e f in i t io n  7. Let G be rep re se n ta b le  in the  form  (12). The p a r t ia l  
Gibbs d e riv a tiv e  A w ith  re sp e c t to  th e  variab le  jc is defined  as-L i

n
A. = ® A (15)

J=1 Jw ith
A .J

DV j= i

w here  1̂ . is a (ghxg ) id en tity  m a trix , and ® denotes th e  K ronecker 
p roduct.



Now, D efin ition  6 can be re w rit te n  in te rm s of th e  p a r tia l  
Gibbs deriv a tiv es as follow s.

D e f in i t io n  8. The m a tr ix  D 
o rd er g  is given by

g of th e  Gibbs d eriva tive  on a group 

n

G of

D g l  b i - v

w here the  co effic ien ts  b a re  defined by (14).

7. FAST ALGORITHM FOR EVALUATION OF GIBBS DERIVATIVES

To ob tain  a f a s t  and e ff ic ie n t a lgo rithm  fo r  th e  evaluation  of 
th e  values of th e  Gibbs deriva tive  of a given function  we fu r th e r  
exp lo it th e  re la tio n sh ip  of th is  d if fe re n tia l o p e ra to r  w ith  the  
F ou rie r tra n s fo rm  on groups. Recall th a t  fo r  th e  ca lcu la tio n  of th e  
F o u rie r tra n s fo rm  on groups some f a s t  a lgo rithm s w ere developed as a 
g en era liza tio n  of th e  w orld  fam ous f a s t  F o u rie r tra n s fo rm  (FFT) fo r  
th e  ca lcu la tion  of th e  d isc re te  F ourier tra n s fo rm  (DFT) reg a rd ed  as 
a particular- exam ple of the  F ourier tra n s fo rm s  on groups. See [1] 
fo r  f a s t  F o u rie r tra n s fo rm  on non-A belian groups.

For th e  rep re se n ta tio n  of the  num erical p rocedure  fo r
evaluation  of Gibbs derivatives we use flo w -g rap h s. Note th a t  the
m a tr ix  A of th e  q - th  p a r tia l  Gibbs deriva tive  on a  given group G is - q
stro n g ly  sim ila r to  th e  m a trix  describ ing  q - th  s tep  of th e  f a s t  
F o u rie r tra n s fo rm  on the same group. T h erefo re , we can asso c ia te  
easily  to  each m a tr ix  a flo w -g rap h  fo r  th e  ca lcu la tio n  of the  
p roduct A f  in a m anner equal to  th a t  used w ith  FFT. R ecall th a t  a 
f lo w -g rap h  consists of th e  input and ou tpu t nodes connected  
adequately  w ith  th e  branches. It is determ ined  by the  s tru c tu re  of 
th e  m a trix  A th e  nodes of which w ill be m utually  connected

- q



s im ila rly  as in th e  case of FFT. More precisely , th e  ou tpu t node j
w ill be connected  w ith  th e  input node i i f f  th e  (t , j )—th  elem ent d 
of th e  m a tr ix  describ ing  th e  q - th  p a r t ia l  d eriva tive  is not equal 
to  ze ro , e lse  th ese  nodes w ill be disconnected. As in th e  case  of
FFT to  each b ranch  a w eighting  c o e ffic ien t is asso c ia ted . The w eight 
a sso c ia te d  to  th e  b ranch  connecting th e  ou tpu t node i w ith  th e  input 
node j  is equal to  d „ .

Having th e  f a s t  a lgo rithm s fo r  th e  com putation  of p a r t ia l  Gibbs 
d e riv a tiv es  availab le , th e  f a s t  a lgo rithm s fo r  com putation  of Gibbs 
d e riv a tiv e  of a fu n c tio n  feP(G)  a re  ob tained  accord ing  to  the
D efin ition  8 sim ply by summing th e  ou tpu t nodes of th e  f lo w -g rap h s  
f  o r ca lcu la tio n  of th e  p a r tia l  Gibbs deriva tives m ultip lied  by th e
w eigh t c o e ffic ien ts  b. defined by (14).

N ote th a t  th e  a lgo rithm  th u s ob tained  is qu ite  su itab le  fo r  a
p a ra lle l im plem entation . F irs t , th e  p a r t ia l  Gibbs d eriv a tiv es  w ith  
re sp e c t to  a ll v a riab le s  can be evaluated  sim ultaneously . The 
v e c to rs  th u s ob tained  need be m ultip lied  com ponentw ise by th e
co rrespond ing  f a c to r s  b. and subsequently  added com ponentw ise which 
re q u ire s  only one s tep  in p a ra lle l im plem entation. Secondly, a kind
of p a ra lle lism  is in h eren t in the  f lo w -g rap h s  describ ing  th e  
ca lcu la tio n  of p a r t ia l  Gibbs deriva tives since they consist of only 
one b asic  opera tion , s im ila r to  th e  so -ca lled  b u tte r f ly  op era tio n  
used w ith  FFT, which is applied sim ultaneously  to  some d if fe re n t 
su b se ts  of inpu t nodes.

8. EQUATIONS WITH GIBBS DERIVATIVES

R elation  (8) in troduces Gibbs deriv a tiv es of an a rb i t r a ry
com plex o rd e r. The Gibbs d eriva tive  of a positive in teg er o rd e r 
could be defined  recu rsiv e ly  as Dn+V  = D(Dn/ ) ,  n = l,2 ,.. .  . This
allow s lin ea r Gibbs d isc re te  d if fe re n tia l equations w ith  co n stan t



co effic ien ts  to  be defined and solved. These equations can be 
considered  as a p a r tic u la r  case of th e  genera lized  lin ea r equations 
stud ied  in [21].
D e fin it io n  9. A lin ear Gibbs d isc re te  d if fe re n tia l  equation  w ith  
co n stan t co e ffic ien ts  is an equation  of th e  fo rm

n m
l

k =0 k-0
(16)

w here a, b a re  re a l num bers, /eP (G ) and y is th e  req u ired  solution.
As in th e  case of o rd inary  d if fe re n tia l equations we ge t th e  

genera l so lution, y, of the  equation  (16) as th e  sum of th e  so lu tion  
y ^  of th e  homogeneous equation  and th e  p a r tic u la r  so lu tion  Y z s  ° f  
th e  inhomogeneous equation, i.e ,,

y= y . +z i y zs (17)

In o rd e r to  fin d  y . one looks fo r  th e  ro o ts  of thezi
c h a ra c te r is t ic  equation of (16) given by

E k
ak Z = 0.

k=0

Now, we have the  follow ing theorem .

Theorem  4. If th e  ro o ts  {z.}, i= 0 ,l , . . . ,n  of th e  c h a ra c te r is t ic
equation  a re  d is tin c t and belong to  th e  se t {0,1,... ,K-1}> then  the  
homogeneous solu tion  is [8]:

" I  z, U , k )

yzl<*>= l  l  CJ k Rz . <*>•
i=0 j , k =1

z
w here co n stan ts  C depend on the  boundary conditions.



T here a re  some im p o rtan t d iffe ren ces  encountered  in solving 
lin e a r  Gibbs d isc re te  d if fe re n tia l  equations w ith  co n stan t 
c o e ff ic ie n ts  com pared to  solving o rd in ary  d if fe re n tia l  equations. A 
hom ogeneous equation  of o rd e r n  does no t alw ays have n lin early  
independen t so lu tions. The follow ing s ta te m e n ts  a re , in a way, o ften  
tak en  f o r  g ran ted , how ever, we could not f in d  a p ro o f fo r  th ese  
s ta te m e n ts , anyw here.

If  t  of th e  ro o ts  of th e  c h a ra c te r is t ic  equation  a re
re p e titio n s  of th e  o th e r ro o ts , then  th e  num ber of lin ea rly  
independent so lu tions of a lin ear Gibbs d isc re te  d if fe re n tia l

2eq u a tio n  of o rd e r k  is E r  > provided th a t  each ro o t of th e
i=  0 Zi

c h a ra c te r is t ic  equation  is in th e  se t {0,1...... K-l}.
If  s  of th e  ro o ts  a re  not in th is  se t, th en  th e  num ber of

k - s - t  2
lin ea rly  independent so lu tions of th e  given equation  is [  r  .

i= 0  Zi
This is no t any p e cu lia rity  of th e  case  considered  here . A 

co rrespond ing  s ta te m e n t fo r  logical d if fe re n tia l equations w ith  
Gibbs d e riv a tiv es  on dyadic groups is given in [10]. M oreover, it 
seem s th a t  an analogous s ta te m e n t is valid m ore generally , as i t  is 
no ted  w ith o u t p ro o f in [21].

To g e t th e  p a r tic u la r  so lu tion  of (16) we apply th e  F ourier 
t ra n s fo rm  on both  sides of (16), and w ith  P ro p erty  3 of Theorem  1 we 
obtain :

n  m
V a w^S (w) = V b, w^S (w). (18)L k  y  L k  f

k =0 A = 0

From  th e re , provided th a t  equation  (18) is com patib le, th a t  is, 
s (0) = 0 fo r  a ll we{z.}, i= o ,... ,n , we have

P m k n kS (w) = -S  J w ) , w here P = V 5, w , Q = Y a , w .y  Q /  , ^  _ k  , k



In troducing  th e  n o ta tion
H(w) = r^ j"  V /Q , (19)

we have
c (w) = r  1gH(w)S (w). (20)S w /

y

From  (13) by using th e  convolution p ro p erty , th e  inverse  
F o u rie r tra n s fo rm  produces th e  p a r tic u la r  solution

g~ 1
y  (x) = V h (u ) /(x i i  V  (21)

ZS  L*

u=0

Now, we have th a t  (16) has a general so lu tion  y of th e  fo rm  

n m g~ 1
y{x)  = y y C . ^ ' ^ x )  + y h ( u ) / (x u  1). (22)

i=0 j , k = l  1 u=0

9. APPLICATION OF GIBBS DERIVATIVES IN LINEAR SYSTEM THEORY

In lin ear system  theo ry  tw o genera l c lasses of system s a re  
usually  d istinguished  according to  th e ir  input and o u tpu t signals: 
th e  continuous system s and th e  d isc re te  system s.

The input and output signals of continuous system s a re  modeled 
by fu n c tio n s defined on th e  re a l line [R, while those of d isc re te  
system s a re  modeled by functions on th e  se t of in teg e rs  Z or on one 
of its  f in ite  subsets. Both c lasses of system s can be uniquely 
considered as system s defined on some p a r tic u la r  locally com pact
Abelian group. In th is  se ttin g , using some o th er groups as the. 
domain of d efin ition  of input and ou tpu t signals, several new 
c lasses  of system s can be considered. Let us note as exam ples the 
dyadic system s [22-29], which a re  defined on th e  dyadic groups and
th e  p -a d ic  system s defined on the  group Z of in teg ers  less th an

P



As we noted  in th e  In troduction , in re a li ty  th e re  a re  th e  
signa ls  w hich a re  n a tu ra lly  modeled by fu n c tio n s on some non-A belian 
groups. T h ere fo re , i t  w as in te re s tin g  to  in troduce  lin ea r system s on 
non-A belian  groups [4,5,8,30]. The study  of th ese  system s proves 
u se fu l since th e  use of such system s in some p ra c tic a l ap p lica tions 
o f fe r s  some e ssen tia l advan tages over th e  app lica tion  of th e  
co rrespond ing  system s on Abelian groups. A co n firm atio n  fo r  such a 
s ta te m e n t can be found, fo r  exam ple, in [5], H ere we w an t to  po in t 
out th a t  a subclass of system s on f in ite  non-A belian groups can be 
d escrib ed  by Gibbs d isc re te  d if fe re n tia l  equations. We s t a r t  from  
th e  fo llow ing  considera tion .

In i ts  m ost a b s tra c t  fo rm  a system  is defined as a t r ip le t  
(U ,Y ,s) w here U and Y a re  se ts  of m appings and s  is a b inary  
( in p u t-o u tp u t)  re la tio n  in UxY. D efined likew ise, th e  system  is much 
too  a b s tra c t ,  providing a model which is h ard ly  tra c ta b le  a t  all. A 
co n cre te  system  can be obtained by imposing c e r ta in  s tru c tu re s  on 
th e  inpu t and ou tp u t se ts , as w ell as on th e  re la tio n  s i ts e lf .  Here 
we do th is  by th e  follow ing defin ition .

D e f in i t io n  10. A sc a la r  lin ear system  A over a f in ite  not
n e c essa rily  Abelian group G is defined as a t r ip le t  (P(G), P(G),*)
w here th e  input o u tpu t re la tio n  * is th e  convolution p roduc t on G,

So, an o rdered  p a ir  (/,y)eP(G )xP(G ) is ex ac tly  then  an 
in p u t-o u tp u t p a ir  o f A if  /  and y  fu lf il l  equation  (23). The 
fu n c tio n  heP(G) is th e  im pulse response of A.

y = h * f ,  /  ,h,yeP(G),
i.e .,

g~  1
(23)



It is easy  to  show th a t  th e  system  A is in v a rian t a g a in s t th e  
tra n s la tio n  of input functions. By th is  we mean th a t  if y is the  
o u tpu t to  f ,  then  TXy is th e  ou tpu t to  T X f ,  fo r  all xeG. T h erefo re , 
we denote th e  system  A as a lin ea r tra n s la tio n  in v a rian t (LTI) 
system  [8],

I t  is ap p aren t th a t  when G is th e  dyadic group, D efin ition  10
reduces to  th e  dyadic system s in troduced  by P ich ler [25] and fu r th e r
s tud ied  in [27,28]. If G is th e  group Z we obtain  th e  system s

P
stud ied  by M oraga [11] and C ohn-Sfetcu [29].

The dyadic and p -a a ic  system s a re  closely  re la te d  w ith  Gibbs
d if fe re n t ia to rs  on th e  dyadic group and on Z , resp ec tiv e ly  (see

P
[27] fo r  dyadic and [11] fo r  p -a d ic  system s). A correspond ing  
re la tio n sh ip  can be estab lished  betw een L l l  system s described  by 
D efin ition  10 and th e  Gibbs d if fe re n tia l o p e ra to rs  on f in ite  
non-A belian groups.

F irs t  o f all, le t us note th a t  re la tio n  (8) show s th a t  th e
Gibbs d if fe re n t ia to r  of o rd er A is a LTI system  having an im pulse

(It)response  h given by h=<5 (see, [8]).
The Gibbs d isc re te  d if fe re n tia l equation  (16) can be

in te rp re te d  as an in p u t-o u tp u t re la tio n  of a system  A belonging to  a 
lin ea r com bination of Gibbs d eriva tives on a f in ite  non-A belian
group. Note th a t  system s of th is  kind on dyadic groups a re
considered in [23,27].

According to  (17), th e  genera l ou tpu t fu nction  of th is  system  
is rep re sen ted  as th e  sum of the  z e ro -in p u t response of th e  system  
y . and the  z e ro -s ta te  response y has a fo rm  iden tica l to  (23).

T h erefo re , we in fe r  th a t  the  sc a la r  lin ea r system  A asso c ia ted
w ith  (16), is a LTI system  fo r  which (22) re p re se n ts  an 
in p u t-o u tp u t-s ta te  re la tio n , and h is th e  im pulse response of A to 
th e  unit impulse S(x). Since h is the  inverse F ourier tra n s fo rm  of 
H(w), we have th a t  the  t r a n s fe r  function  of A is given by (19).
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10. APPLICATION OF PARTIAL GIBBS DERIVATIVES IN LOGIC DESIGN

Logic design is a sc ie n tif ic  d iscip line  concerned w ith  th e
design  o f so -ca lled  logical netw orks whose in p u t-o u tp u t re la tio n s
a re  given in te rm s  of d ig ita l functions. R ecall th a t  a n -v a ria b le
d ig ita l fu n c tio n  is  defined  as a  m apping / : { S ,x ...xS  }-*L, w here SI n  i
i= l , . . . ,n  and L a re  f in ite  se ts . As exam ples we can m ention th e
Boolean fu n c tio n s defined  by / : { 0 ,l}n-*{0,l> and
/ : { 0 , l , . . . 1p - l} ri&{0>l , . . . ,p - l} ,  (p -p rim e), respective ly .

I t  ap p ea rs  very  usefu l fo r  logic design purposes to  im pose some
a lg e b ra ic  s tru c tu re  to  th e  se ts  S and L. For exam ple, th e  Boolean
fu n c tio n s  can be considered  as a subset of com plex fu n c tio n s on
f in i te  dyadic groups, while th e  m ultip le  valued fu n c tio n s can be
considered  as a su b se t o f com plex fu n c tio n s on Z . Due to  th isnPap p ro ach  th e  m ethods and re s u lts  fro m  a b s tra c t  harm onic an a ly sis  on 
g roups, known as sp e c tra l techniques [31], can be applied in th e  
study  of d ig ita l 'fu n c tio n s .

A nother u sefu l approach  fo r  analysis and syn thesis  of d ig ita l 
fu n c tio n s  is based on th e  app lica tion  of some d if fe re n tia l  and 
d if fe re n c e  o p e ra to rs . Let us note th e  Boolean d iffe re n ce  applied to  
Boolean fu n c tio n s and th e  d iffe ren ce  o p e ra to r in troduced  in [32] 
app lied  to  m ultip le  valued functions.

We believe th a t  Gibbs d eriva tives, being a c la ss  of 
d if fe re n t ia l  o p e ra to rs  closely re la te d  w ith  F o u rie r tra n s fo rm s  and 
th u s  ex h ib itin g  good p ro p e rtie s  of both approaches m entioned 
above, can be applied advantageously  in logic design. H ere we 
su g g est th e  app lica tio n  of p a r t ia l  Gibbs deriv a tiv es fo r  d e tec tio n  
of some p ro p e r tie s  of d ig ita l functions.

R ecall th a t  th e  p rocedure  fo r  syn thesis of a logical netw 'ork 
re a liz in g  a  given d ig ita l fu nction  can be g re a tly  sim plified  if  the  
given fu n c tio n  ex h ib its  some p a r tic u la r  p ro p e rtie s , i .e ., if  i t



belongs to  some special c lass of d ig ita l fu n c tio n s fo r  w hich
e ffic ie n t design m ethods may be known. T h erefo re , the  analysis  of
p ro p e rtie s  of d ig ita l fu nctions is a very im p o rtan t ta sk . One of th e
basic  problem s in th is  analysis is to  d e tec t w hether a given
fu nction  depends or not on some of i ts  v ariab les. This problem  is
closely  re la te d  w ith  th e  detec tion  of some sym m etry p ro p e r tie s  of
d ig ita l functions. It is known th a t  fo r  the  so lu tion  of th is  problem
d if fe re n tia l  o p e ra to rs  as well as sp e c tra l m ethods can be
e ffic ie n tly  used [31,32], For exam ple, in th e  case of Boolean
fu n c tio n s we have th a t  a given function  / ( x ^ , . . . ,x ^ )  is independent
of th e  variab le  x .  i f f  th e  Boolean d iffe ren ce  w ith  re sp e c t to  x .  is i r
equal to  zero  (see, fo r  exam ple [31]). As it  is suggested  in [31] a
corresponding  s ta tem en t can be fo rm u la ted  in a s im ila r fo rm  in te rm s
of Gibbs deriva tives on f in ite  dyadic groups. In th e  case  of
m ultip le-valued  functions a d if fe re n tia l o p e ra to r  w ith  th e  sam e
p ro p e rty  is defined in [32], Now, we w ant to  develop a s im ila r
re s u lt  fo r  fu nctions m apping a f in ite  non-A belian group G w hich can
be re p re sen ted  in th e  fo rm  (12) into  a f in ite  fie ld  P.

The f a c t  th a t  a function  / ( x , , . . . , x  ) does no t depend on its1 n
v ariab le  x . can be viewed as the  f a c t  th a t  / ( x . , , . . . , x  ) has th e  i  1 n
co n stan t value fo r  Vx.eG.. From th is  observation  and th e  P ro p erty  1

i  L
from  Theorem  3 we deduce th a t  the te s t  fo r de tec tin g  w hether a given 
fun c tio n  is independent on one of i ts  v ariab les can be exp ressed  by 
th e  follow ing sta tem en t.

A function  f(x^, . . . ,x^)  is independent of i ts  v ariab le  x .  if f  
Vx.eG  th e re  holds D . / ( x . , . . . ,x . )  = 0.

L i  l  l



CONCLUSION

This p ap er p re se n ts  some basic  concepts of th e  g en era l theo ry  
of Gibbs d if fe re n tia tio n  on f in ite  non-A belian groups: in tro d u c tio n
and ju s t i f ic a t io n  of th e  Gibbs derivative , i ts  main p ro p e rtie s , th e  
co rresp o n d in g  a n t i—d iffe re n tia tio n  o p e ra to r, a kind of c o u n te rp a rt 
o f th e  fu n d am en ta l th eo rem  of d if fe re n tia l  calculus in th e  fra m e  of 
a b s tr a c t  harm onic  analysis  on groups, and p a r t ia l  Gibbs d eriva tives. 
All th e se  concepts a re  d iscussed  in th e  genera l se ttin g  of th e  space 
o f fu n c tio n s m apping a f in ite  not n ecessarily  Abelian group into  a 
f ie ld  w hich could be th e  com plex fie ld  or a f in ite  fie ld  adm itting  
th e  ex is ten ce  of a F o u rie r tra n s fo rm  on G.

The d e fin itio n  of th e  Gibbs d eriva tive  in te rm s of p a r t ia l  
Gibbs d e riv a tiv es  is given. We also consider th e  m a tr ix
re p re s e n ta tio n  of Gibbs and p a r t ia l  u ibbs d eriva tives and we 
d iscussed  th e  f a s t  a lgo rithm  fo r  com putation  of Gibbs deriv a tiv es
based  upon th is  re p re se n ta tio n .

D isc re te  Gibbs d if fe re n tia l  equations w ith  co n stan t 
c o e ff ic ie n ts  a re  defined and solved. It is shown th a t  th ese
equa tions can be used as m athem atica l modeis of a subclass ol 
convolution system s on f in ite  non-A belian groups.

An app lica tio n  of p a r tia l  Gibbs deriv a tiv es in logic design 
is suggested .
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TRENDS AND OPEN QUESTIONS

Claudio Moraga (Ed.)

In this chapter we summarize comments and remarks of'contributors of this 
volume, pointing out important aspects of their contributions which may be considered for 
further research. Readers are sincerely invited to join efforts and work in the suggested 
areas. The authors would be very glad to know of new results motivated by comments and 
questions given below.

I



J.E. Gibbs.

The formal analogy that exists between Newton-Leibniz and Gibbs differentiation has 

continued to inspire an extensive development of novel forms of analysis. Looking back, we 

see the impressive structure of abstract harmonic analysis, the analysis of complex-valued 

functions on locally compact Abelian (LCA) groups and on compact non-Abelian groups, 

which curiously lacked, before 1967, a derivative concept. Abstract harmonic analysis was 

developed as a generalisation of Fourier analysis by replacing complex-valued functions on a 

specific LCA group, the real group, by complex-valued functions on an arbitrary LCA group. 

That this route was taken explains, at least to some extent, the long-continued absence of a 

derivative concept. The notion of differentiation is closely connected with that of Fourier 

analysis, to be sure, but the two do not necessarily arise simultaneously in the mind, as is 

shown also by the earlier history of analysis.

Classical analysis may be said to have begun with the formulation of the differential 

calculus by Newton and Leibniz, though of course their work was foreshadowed by that of 

earlier mathematicians. It was only considerably later that Fourier introduced the 

immensely important ideas associated with his name. So in classical analysis the concept of 

differentiation considerably pre-dated that of Fourier analysis, which came as a bolt from 

the blue, not as something obviously missing from the calculus of Fourier's time. If Fourier 

had pre-dated Newton and Leibniz, the derivative might have been defined by means of 

Fourier considerations, but one may wonder what could have lead to the introduction of such 

a definition, and whether it would then have been clear that the derivative could be used to 

solve practical problems concerning rate of change. But we may think that a similar 

inversion of events has occurred in abstract harmonic analysis, where Fourier consider­

ations were extended to a more general topological situation many years before differ­

entiation was introduced in the same context. Perhaps, then, it is no wonder that we are 

somewhat at a loss to interpret the Gibbs derivative in an Intuitive way analogous to the 

interpretation of the Newton-Leibniz derivative as rate-of-change. Possibly the truth is 

that differentiation must be regarded as a purely mathematical concept that just happens, in 

the special case of real and complex analysis, to be intuitively significant and useful.



On the other hand, it may be that-further generalisation is all that is needed to 

provide differentiation with a brighter future in the realm of applications. An oddity of 

abstract harmonic analysis is that the domain of the functions considered has undergone, 

thanks to group theory and topology, a profound generalisation, while the co-domain remains 

almost exclusively restricted to the complex field. Doubtless there are excellent technical 

reasons for this state of affairs, but it may be that some good would come of remembering 

that the differential calculus started with a study of real functions, that is, of functions 

whose domain and co-domain are essentially identical. The simplest and most appealing of the 

post-Gibbs calculi is the dyadic calculus, which applies to complex-valued functions defined 

on the dyadic group. It was the proving ground of the idea of differentiation on groups, and 

has received the most extensive study. It could again be used as a guinea-pig, this time to 

examine the possibility of reverting to the symmetry of the Newtonian situation, and taking 

both domain and co-domain (of the functions to be differentiated) as the dyadic field, whose 

elements it is convenient to call dyadic numbers. Such functions, on the analogy of real 

functions, are naturally called dyadic functions.
This particular test-bed is specially convenient in view of the existence already of an 

algebraic analogue of the proposed calculus for dyadic functions, an analogue called Boolean 

difference calculus. All that remains is to put in the usual topology of the dyadic group and 

the new "dyadic analysis" emerges. (The name pure dyadic analysis has been suggested to 

distinguish the new discipline from the well-established dyadic analysis of complex-valued 

functions on the dyadic group.) There may be some surprises in store, however: for 

example, the Taylor series induced from Boolean difference calculus are of two kinds, one 

with a countable, the other with an uncountable infinity of terms, corresponding 

respectively to the cardinalities of the integers and the dyadic group. The latter "series" 

presents an interesting problem in summation technique, except in the trivial case where all 

but a finite set of terms are zero. The former series, which is a series in the conventional 

sense, also has a point of difficulty, that the "expansion" is not, as in the conventional Taylor 

series, about a fixed point of the domain. These problems may well be overcome, may indeed 

suggest interesting new modes of analysis, if the case of summability of divergent series of 

Os and 1s modulo 2 is anything to go by. This problem, let alone its solution, long seemed 

destined to remain in cloud-cuckoo-land, but a context in so-called Fourier analysis in (not 

on ) the dyadic field enables such a series to be summed, provided that it is periodic of a 

period that is some non-negative integer power of 2.



Some unsolved problems concerning the extended dyadic derivative are summarized

below.

A function f e Lp(0,1), 1< p <°°, is said to be strongly dvadicallv differentiable in the 

extended sense in Lp = Lp(0,1), if the sequence of functions

converges in the norm of Lp ; in this case the limit of (1) is called the (first) strong 

extended dyadic (= ED) derivative of f, and denoted by £ W f. In this respect, a series E “ 0 aj 

is said to be Euler-summable to s if

tends to s for n - » So (1) deals with the case aj := (-1)i 2 J '1 { f(x) - f (x © 2 d '1)}, 

with © denoting dyadic addition. In comparison with the standard dyadic derivative, (1) 

results by adding the multiplicative factor (-1 )J to the difference and then by applying 

Euler's summation process to the resulting sum. For details here see [1].

Now W. Engels (1985) [3] showed that a function f, bounded on [0,1) and possessing 

a finite or countably infinite set of discontinuities of first kind (having at most a finite 

number of cluster points in [0,1)) is pointwise dyadically differentiable in the standard 

sense iff f is a piecewise constant on [0,1). Since every function which is dyadically 

differentiable in the standard sense is also differentiable in the extended sense, the basic 

question that arises is the nature of the functions that are ED-differentiable.

In this respect the authors [2] showed that the monomials xn, n e N 0 are ED-

differentiable, thus so are algebraic polynomials. Also "piecewise polynomials" such as 
x n\|/k (x), n'k e No . namely "polynomials" of order n having a finite number of jump 

discontinuities, are ED-differentiable ( v[/k(x) denoting the kth Walsh function in Paley's

(1 )



enumaration). Further, even extremely unsmooth functions such as Dirichlet's function 

d(x) or even xnd(x) are ED-differentiable.

Some of the specific open problems are the following:

( i )  Are the classical functions such as ex, sin x, log(1+x) or even y k(x)ex, y k(x) sin x, 

\|/k(x) log(1+x) ED-differentiable ?

( i i ) is the famous van der Waerden function wae(x) := 1 4 'k {4kx}, x e  R, known to

be nowhere differentiable in the classical Newton-Leibniz sense, ED-differentiable? Here 

{x} denotes the distance from x to the nearest integer.

( i i i )  The ED-derivative of f-j(x) := x turns out to be

ipK(x) = y  K(x) being the Rademacher function of order k .

The concrete question is whether this double sum has a closed representation. (Is it 

possibly a quadratic function?) If so, it would yield a closed expression -of the second 
extended dyadic-derivative £ f2)s(x), where s(x):= (-1 )k 4"k \yk(x), x e [0,1), since

£ {2)s(x) = -4 £ {1)f1(x). In fact, one does not seem to have a closed form for s(x) either.

More generally, further information concerning closed representations of Euler summation 

processes of specific sums of Rademacher functions would be of interest.

Of further basic importance is the associated operator of anti-differentiation of order 

r € ]N, l ( rj: l_P -> l_P, defined for f s LP by I j rjf(x) := QJ1 f(x ®u)W*(u)du, where Wf ( x )

~ 1 + X k=1(k ) y k(x), and k = £  ( - 1 ) Jkj2 J , kj being the binary coefficients of k e

No (note the factor (-1 )J ). In this respect, if f <= Lp, fA(0) = 0, then £ ( I  (r}f) = f. r e

N. And I j rj ( £ f rl f  ) = f when £ (r)f e LP. This is the counterpart of the fundamental 

theorem of the Newton-Leibniz calculus in the ED-setting. In this respect there is the 

following question:

(iv) What is a possible interpretation of the operator 1 {r} = e ^  for r e IN, in 

particular of I ^ j  ?. It does not seem to be associated with the area under a curve, as is the 

classical integral. The interpretation may perhaps be given in terms of more intuitive



concepts that may occur in those sciences which make use of the Walsh analysis. Further, is 

there perhaps a possible comparison between dyadic anti-differentiation and classical 

integration in terms of an analytical relationship? See, e.g. [2, p. 935 f.] here. Returning 
to the function s(x) above, an intuitive interpretation of the formula I {1 j(1 -4 f1)(x) =

s(x), x e [0,1) would be of interest.

In matters interpretation, J.E. Gibbs [4] has just given a very interesting and 

contemplative discussion of the question. He feels that the intuitive interpretation of the 

dyadic derivative is not radically different from that of the classical Newton derivative. For 

example, he obtains the definition of the (standard) dyadic derivative on a cyclic group 

heuristicaliy from the Newton derivative of an associated function of a complex variable. 

Nevertheless, for real functions f: [0,1) -> ]R the question is by no means fully solved, 

particularly in the case of the ED-derivative.

Defining the best approximation of f e Lp by pn e (Pn (= set of all Walsh polynomials of 
degree < n) by

En(f;LP) := inf I I f(-) - Pn(-) l i p ,
Pn g (Pn

then if r if belongs to the dyadic Lipschitz class Lip( [3; Lp) of order (3 > 0,

( 2 )  En(f;Lp) = 0((|og2n)2r n‘ r"P) ( n -> °°).

The converse direction is not fully solved. Indeed,

( v ) If (2) holds, then £ f H  exists and belongs to Lp for each 0 < j < r. The question now 

is whether f i t  r 4 satisfies some type of Lipschitz condition.

L i t e r a t u r
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The following are some important open questions with respect to the paper The Gibbs 
derivative and term by term differentiation of Walsh series". For notation and background 

information, please refer to the corresponding chapter of the present Proceedings.

(i) if X k \og ka k wk(x) converges at x, is f(x) = I  a* wk(x) term by term
k= 2 k=0

dyadically differentiable ?

( i i ) If X ak wk(x) = o{m\ogm) as m -> is f(x) = X ak wk(x) term by term
k=m ^

dyadically differentiable ?

( i i i ) if X k ak wk(x) converges for all / f  [0,1), is f(x) = X a* wk(x) term by
k= 1 k~°

term dyadically differentiable at some point in [0,1) ? On some dense £§ set in [0,1]? 

Almost everywhere on [0,1]?

( i v )  If \ak \ <Sk , 5 *1 0  and X < « ,  is f(x) = X k a k wk(x) term by termk= 1 tc= 1
dyadically differentiable at all but countably many points in [0,1)?

( v ) If ak = 0 ( k ' 1 (log /<)"“ ) as k °° , for some a > 1, is f(x) = X k ak wk(x) 

term by term dyadically differentiable at all but countably many points in [0,1)?

Please recall that other unanswered questions were introduced and discussed in 

section 6 of our main chapter.



F. Schipp, J. Pal, P. Simon

We would like to comment on some unsolved problems in dyadic analysis.

( i ) W. Splettstosser and W. Ziegler have introduced a concept of dydic derivative for the 

Haar system on ]R+ (see Proceedings of the A. Haar Memorial Conference, 1985, Vol II). 

They have proved the fundamental theorem of dyadic calculus in the sense of norm 

convergence. The question concerning a.e. differentiability of an integral function is open.

( i i )  It is known (see N. Fuji!, Proc. Amer. Math. Soc. 77, 111-1 16, (1979)) that the 

L1-norm of the maximal function of (C,1) means for Walsh-Fourier series can be estimated 

from above by the dyadic H1-norm of the function. It is an open question whether the above 

norms are equivalent (for nonnegative functions the equivalence is true).

( i i i )  Let £  be a set of positive measures in [0,1). Does th'ere exist a Walsh polynomial

such that its maximum norm is less than 1 and the maximal function of its Walsh-Fourier 
series greater than C-iog(1/| £ | ) on the set £, where C>0 is an absolute constant2.

T. Kitada

The following questions refer to the paper "Hormander-type multiplier Theorems on 
locally compact Vilenkin groups", co-authored by T. Kitada and C.W. Onneweer. Please see 

the corresponding chapter of the present book for notation and contextual information.

Theorem MWY holds for \  = s=  1. This is a generalisation of the Marcinkiewicz 

multiplier theorem on ]R and was proved by D. Kurtz (Trans. Amer. Math. Soc. 259, 235- 

254, (1980)) with more general weight functions.

It is interesting to obtain a (locally compact) Vilenkin group analogue of the above 

theorem using our dyadic derivatives (or any other derivatives) on such groups.

For instance, does Theorem 3.6 hold for X = s = 1 ? Even for the unweighted case we 

do not know whether this is true or not, but it is easily seen that <p e M(1,1) does not in 

general imply that <p e M(H1, L1).



Please refer to the paper "Convergence Properties of a class of Walsh-Fourier 
Integral Operators", co-authored by He Zelin and D. Mustard in these Proceedings. I would 

like to present the three following questions open for further study.

( i ) Let f e Lq (]R + ) (1 < q < » ) ,  n(t) is quasi-convex on fR + , -q(0) = 1 , ti(°°)=0 and

Os(r|)=X (0< X <°°).

Does I n = II f  - f * f _ T i ( t / p ) v  ( t ) d t  11 = 0(p_a) (a<X) imply f « Lip a, i.e.
p Jo U q

co(f,5) = sup II f(xffih) - f(x) 11 < A5a ?
0<h<5

If l p = 0(p-X Inp) or 0(p_x), what kind of conclusion could be made about f ?

( i i ) Let f G Lq (R+) (1 < q < « ), q(t) is quasi-convex on IR + , q(0)=1 and n(~) = 0.

If there is a X such that for any f e Lip a II f - f*[o'n(t/p)V0(t)cit ^ q = ° ( p

if a<X, 0(p~x Inp) if a=X or 0 (p -x ) if a>X, can we conclude that Os(q)=X ?

( i i i )  It is normal that we try to obtain in Walsh analysis important and useful results 

similar to that in Fourier analysis. Conversely, there are some significant results in Walsh 

analysis, for which we need to set up their analogues in Fourier analysis. To set up a result 

in Fourier analysis similar to theorem 2 of our contribution in these Proceedings is 

precisely one of these questions. A formal statement of the problem is the following:

Let f  ̂ Lip(Lq ,a) (1 < q < «■), q is quasi-convex on IR, q (0) = 1, q (±°°)-0  and

Os(r|)=X (0< X <o°). We would like to have:

f - f* J _ q (u/p)e ''u du II q =
0 ( p - x ) (a<X)

0 ( p ' x Inp ) (a=X)

0(p_X) (a>X)

Prove whether this is true or not.



In our paper "Some remarks on Gibbs derivatives on finite dyadic groups" in these 

Proceedings we introduce a modified product rule for Gibbs derivatives (Theorem 1, 

Property 7). As it is well known the lack of a product rule is an important problem for 

Gibbs derivatives. It seems to me that the result mentioned above could be used to obtain a 

modified product rule for Gibbs derivatives on finite (both Abelian and non-Abelian) groups. 

The same applies to the real Gibbs derivative.

The application of partial Gibbs derivatives on finite groups in fault detection in (non 

necessarily binary) logical networks and communication channels is an open area. Possibly 

partial Gibbs derivatives on finite non-Abelian groups should also be considered.

Another open question is the extension of the theory of Gibbs differential calculus on 

finite non-Abelian groups to infinite non-Abelian groups.

As in the case of Abelian groups, we know that the Gibbs derivative of order k e IN on 

a finite non-Abelian group may be considered as the mathematical model of a particular 

linear shift invariant system whose impulse response is equal to the k-th Gibbs derivative 

of the 5-function. Moreover, the discrete Gibbs differential equations with constant 

coefficients may be regarded as the input-output relations of a subclass of linear systems on 

finite non-Abelian groups. It is important to estimate how large is that class of systems and 

to give a strong characterization of it, i.e. determine which conditions have to be satisfied so 

that a convolution system on a finite non-Abelian group can be represented by a discrete 

Gibbs differential equation. The inverse problem, that of translating a system given by a 

discrete Gibbs differential equation into a convolution system seems also worthy of 

consideration.

Another open problem is the analysis of observability and controllability of the 

considered subclass of convolution systems on finite non-Abelian groups, based on 

properties of the Gibbs derivatives.

The problem of approximating a given discrete time-invariant system by a system on 

a suitably chosen non-necessarily Abelian group has been reported in the literature, but as 

far as I know the problem is far from having been completely solved. It is interesting to 

consider whether the Gibbs derivatives can be used to provide a casual, Markovian, step-by- 

step description of the group model.



In the paper "Real Gibbs derivatives on finite Abelian groups" co-authored by R. 

Stankovid and C. Moraga in these Proceedings, we introduced a real Gibbs derivative which 

actually corresponds to the real part of the classical Gibbs derivative. This immediately 

suggested two questions for further research:

( i ) What are the properties of the imaginary part of the Gibbs derivative? Recall that in 

the paper "Variations on the Gibbs derivative" co-authored by Zhang Gongli and C. Moraga 

we introduced ad hoc a complex-valued Gibbs derivative to preserve some aspects of the 

Newton-Leibniz derivative of trigonometric functions.

( i i ) Is it possible to define a new kind of derivative that relates to the Gibbs derivative in 

a similar way as the Hartley transform relates to the Fourier Transform?
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