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HIGH TEMPERATURE SOLID
MECHANICS: MESOSCALE

COMPUTATIONAL FORMULATION

Siniša Ð. Mesarović

Abstract. A mesoscale phase field formulation for high temperature compu-
tational mechanics of polycrystalline solids with voids is developed. The math-
ematical description includes translation and rotation of crystalline grains,
diffusion through the crystals and interfaces, lattice growth at the boundary
and grain boundary sliding, elastic stresses and compositional eigenstrains.
The formulation connects heterologous continua; solids are represented by the
lattice continuum, while the voids/gas are the standard mass continuum vis-
cous (and elastically compressible) fluid. The deformation gradient for solids
is consequently a state variable with evolution defined in the Eulerian sense.
We consider non-inertial, controlled-temperature processes with vacancy-atom
exchange diffusion mechanism and isotropic interface energies. Nevertheless,
as discussed in the concluding section, the formulation provides the basis for
extensions to the processes with significant heat sources or sinks, diffusion of
multiple species and anisotropic interface energies.

1. Introduction

At high homologous temperatures, the deformation of polycrystalline solids is
characterized by diffusion within the crystals, as well as lattice growth/disappear-
ance at the boundary and grain boundary sliding. This is further complicated by:
formation of new phases (either controlled by differential diffusion of components
or by phase transformation), diffusion-controlled dislocation climb, and nucleation
and evolution of voids. A typical example in materials service is creep of metals,
alloys and ceramics [2], including creep fracture [6]. In the manufacturing stage,
there are sintering and stress-assisted sintering [16], which are an important stage
of some additive manufacturing methods [26] and are often accompanied by grain
growth and recrystallization [14]. To address these phenomena on the mesoscale,
i.e., within crystalline grains and on the grain boundaries, a specialized continuum
formulation is needed. A general mathematical formulation for such a mesoscale
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solid continuum (lattice continuum) has been developed, assuming sharp interfaces
between grains, phases and voids [21–23] and used within computational limita-
tions of the sharp interface formulation [18]. However, the problem is characterized
by complex 3D geometry and moving boundaries, which makes analytic solutions
inaccessible (except for a few special cases) and very difficult to tackle compu-
tationally with the sharp interface formulation which requires tracking of curved
subspaces of different dimensions [15]. The main goal of this communication is to
develop the phase field (diffuse interface) mathematical formulation capable of com-
putational handling of such complex problems. An additional caveat here is that
most problems in high temperature solid mechanics require description of voids, i.e.,
the gas phase. However, the solid and gas phases are described by heterologous1

continua (lattice and mass continuum).
The paper is organized as follows. In the remainder of this section, we sum-

marize the key points of the lattice continuum formulation as it applies to the bulk
of a crystalline solid. In Section 2, we develop the kinematics of the phase field
formulation for heterologous continua (lattice and mass) with the focus on lattice
growth and grain boundary sliding in the diffuse interface framework. In Section 3,
we consider the free energy of the problem and its time derivative, thus revealing
the nature of the relevant generalized forces. In Section 4, we analyze the power
balance and dissipation for temperature-controlled problems, followed by derivation
of governing equations by means of the Principle of virtual power in Section 5. In
Section 6, we discuss the expressions for energy densities and provide closure (i.e.,
the non-dissipative constitutive laws). Section 7 contains an example of dimen-
sional analysis for a specific class of problems. Finally, in Section 8, we discuss the
extensions of the present formulation to the processes with significant heat sources
or sinks, diffusion of multiple species and anisotropic interface energies.

1.1. Lattice continuum. Standard continuum mechanics formulation (e.g.,
[19]) is inspired by the flow of fluids. The starting point is the motion of the
material element where the material is identified with mass. In Eulerian (spatial)
frame, the material element ρdV , where ρ is the mass density and dV = dx1dx2dx3,
currently at position x = (x1, x2, x3), moves with the velocity vm(x). The entire
continuum kinematics and dynamics then follow from this initial definition. In
crystalline solids, when diffusion is operational, the mass velocity is different from
the lattice velocity [4]; the mass moves with the lattice, and through the lattice.
Since most of the traditional (diffusionless) solid mechanics is based on the defor-
mation/motion of the crystal lattice (e.g., elasticity is based on lattice stretching,
while dislocation/crystal plasticity is based on the relative translation of lattice
parts), it makes little sense to describe solid kinematics using the mass velocity as
the primary field. Instead, we identify the material with the lattice. Then, with
lattice density N(x) (the number of lattice sites per unit volume), the material
element NdV , currently at position x, moves with the v(x). The lattice density
and mass density are easily connected if the concentration of different components

1Heterologous = from different origin.
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is known. The mass velocity will depend on the lattice velocity and on the fluxes
of different components.

In solids without diffusion, the mass and lattice continua are indistinguishable.
The traditional elasticity and crystal plasticity are in fact lattice continua, where
distinction between mass and lattice is ignored. When diffusion is present, such
distinction is needed. Solid mechanics traditionally relies on Lagrangean (material)
frame, with the material point having the reference position X, the current position
x(X, t) and the fundamental tensor field being the deformation gradient, with com-
ponents Fij(X, t) = ∂xi/∂Xj . The reference position is typically taken to be the
initial position or the position at some reference time – in any case, it corresponds
to a specific real configuration. However, when lattice grows and disappears at
the boundary, the reference configuration for the newly created lattice cannot be
determined by physical reasoning. This is illustrated in Figure 1, where new lattice
points denoted A are created at some time different from the initial time and have
no meaningful reference position, and thus, the deformation gradient is not defined.

Figure 1. Grain in a polycrystal subject to diffusional creep
(left), and four particles (grains) sintering (right). The initial
shapes are shown in red. The current lattice points A did not
exist in the initial geometry. They currently exist as a result of
diffusion and lattice growth at boundaries.

Nevertheless, the deformation gradient is needed for the description of lattice
elasticity, eigenstrains and plasticity. Therefore, we adopt the Eulerian frame with
velocity as the primary variable, as the function of current configuration, v(x, t).
The deformation gradient now treated as a state variable, moving with the lattice,
and function of current coordinates F(x, t). It is determined by integrating the
velocity gradient L(x, t) in time, using the standard continuum relation:

(1.1) Ḟ(x, t) = L · F, L = v∇.

The dot ( ˙) represents the material derivative, i.e., the time derivative following
the material (lattice) point. The dyadic product is written without symbol and the
gradient operator (in the current configuration) acts on the available tensor (left or
right): (v∇)ij = ∂vi/∂xj , (∇v)ij = ∂vj/∂xi.

The velocity gradient is, as usual, decomposed into the symmetric stretch rate
tensor and the antisymmetric spin tensor:

L(x, t) = D+W, D = 1
2 (L+ LT ).
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In the incipient lattice at the boundary, we assume the continuity of state variables,
including the deformation gradient, which determines its value in a newly created
lattice at the moment of its creation, given that the value in the adjacent existing
lattice is known. Thus, (1.1) provides an implicit mathematical definition of the
key Lagrangean concepts: the reference configuration and the deformation gradient
tensor field.

To keep the accounting simple, we will only consider plastic deformation at the
interfaces, arising from the boundary lattice growth and boundary sliding2. Elastic
and compositional deformations are present everywhere, representing lattice defor-
mation caused by elastic stresses and by changes in composition due to diffusion.

The deformation gradient is multiplicatively decomposed into plastic, Fp, and
elastic-compositional, F∗, (pseudo)gradients: F = F∗ ·Fp. While the (pseudo)gra-
dients are incompatible, i.e., they are not gradients of a single-valued vector field,
they are subject to the multiplicative decomposition (left and right) into rotation
and stretch tensors:

F∗ = V∗ ·R∗ = R∗ ·U∗, Fp = Vp ·Rp = Rp ·Up.

In the context of lattice continuum, the (pseudo)gradients are interpreted as follows.
The inverse of elastic-compositional gradient maps the current configuration (dx)
to the intermediate configuration (dX̄):

dX̄(x) = F∗−1(x) · dx.

The mapping F∗−1 : x → X̄ is not necessarily single-valued. The intermediate con-
figuration X̄ is stress-free and free of compositional strains. The inverse of plastic
gradient maps the intermediate configuration onto the reference configuration:

dX(x) = Fp−1(X̄(x)) · dX̄(x).

The total mapping F−1 : x → X is also not necessarily single-valued.
The rotation tensor R∗ represents lattice rotation, while the product R∗ ·Rp

represents mass rotation. The plastic deformation Fp maps the reference configu-
ration into isoclinic intermediate configuration [20]; the lattice does not rotate, it
only shifts – one part with respect to the other, but mass (e.g., a line of specific
atoms) does rotate. The change of volume between the intermediate and current
configurations is given

F ∗ = detF∗ =
dV

dV̄
=

N̄

N
.

The velocity gradient is subject to an additive decomposition:

L = v∇ = L∗ + Lp.

It is then easily shown that

L∗ = Ḟ∗ · F∗−1, Lp = F∗ · Ḟp · Fp−1 · F∗−1.

2The plastic deformation inside the grains is the result of dislocation motion, both glide and
climb. This bulk component of plasticity is identical in sharp interface and phase field formulation
and has been studied often [1,3,13,22,23].
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The history of grain boundaries and surfaces encoded in Fp is not needed dur-
ing the computation. Thus, the relevant state variable tensor field is the elastic-
compositional gradient, which evolves as

(1.2) Ḟ∗ = L∗ · F∗ = (v∇− Lp) · F∗.

This will be one of the governing equations of the system describing the evolution of
the elastic-compositional deformation gradient. The plastic deformation gradient
Lp remains to be defined in the next section.

2. Kinematics of the phase fields and diffusion

In the following phase field formulation, we aim to describe:
– Lattice growth/loss at the grain boundary and grain boundary sliding;
– Solid grain phases and gas (void) phases, whereby solid grains are subject

to rigid body translation and rotation, elastic and compositional strains,
while the gas phase flows viscously through open pores and is elastically
compressible in the closed pores; and,

– Diffusion: in the bulk, along grain interfaces and surfaces, sublimation
and condensation.

Let the grain i = 1, 2, . . . , ng be characterized by the phase field ϕi(x) and the
lattice velocity field vi(x). Similarly, the gas phase is characterized by the phase
field Ψ(x) and the mass velocity field vG(x). Most of the domain consists of regions
where one of the phase fields has value 1, while all the other phase fields vanish; the
exception lies in the thin boundary layers where one phase transitions into the other.
At each point of the continuum, the phase fields satisfy the exclusion condition:

(2.1)
ng∑
i=1

ϕi = Φ, Φ+Ψ = 1.

The overall continuum velocity field is:

v(x) =

ng∑
i=1

ϕivi +ΨvG.

Here we combine heterologous continuum fields (lattice and mass) into a single
velocity field, and interpret the physical meaning of the velocity field at each point
on the bases of phase fields (e.g., if Φ(x) = 1 and Ψ(x) = 0, the velocity v(x) is
the lattice velocity).

2.1. Solids and interfaces. We first consider diffusion kinematics in solids.
Let c be the number of vacancies per lattice site. Then, the number of atoms per
lattice site is η = 1− c. Further, let g be the lattice creation rate at the boundary
layer defined as the number of lattice sites created per existing lattice site in unit
time, so that ηg is the strength of the sink for η. Then, it is shown in Appendix A
that

(2.2) η̇ =
∂η

∂t
+ v · ∇η = −F ∗∇ · q− ηg,
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where q(x, t) is the atomic flux relative to the lattice motion, given per lattice site.
The lattice creation rate g is intrinsically tied with the evolution of grain phase

fields. The boundary velocity (relative to the lattice velocity) at the interface layer
between the grain i and the gas is ϕ̇i/|∇ϕi|, positive outward from the grain. At
the interface between grains i and j, the sum of boundary velocities must match
the total local source of lattice sites: ϕ̇i/|∇ϕi|+ ϕ̇j/|∇ϕj | = N−1/3g, where N−1/3

is the lattice parameter. Therefore, at each point of the continuum the following
condition must be met:

(2.3)
∑
i

ϕ̇i

|∇ϕi|
= N−1/3g.

It is clear from (2.3) that g is not an independent variable and in what follows
we will use it only as a placeholder. One should take care not to associate any
energy or dissipation with g, to avoid double counting of energy associated with
ϕi or dissipation associated with ϕ̇i. It is interesting to contrast this variable with
another dependent variable Ψ in condition (2.1), which will be kept formally as
independent, with condition (2.1) enforced by a Lagrange multiplier. The energy
associated with the gradient of phase field Ψ will signify the distinction between
interface energy between two grains and surface energy of a grain (interface between
a grain and the gas). The dissipation associated with Ψ̇ will signify the difference
in dissipation which accompanies lattice growth on the grain boundary and on the
grain surface.

At the boundary between the grains i and j, the unit outer normal to grain i,
and the tangential projection tensor are given as

nij =
∇ϕj −∇ϕi

|∇ϕj −∇ϕi|
= −nji, Pij = Pji = I− nijnij .

To simplify later summations, we set Pii = 0. We define the boundary slip rate
sij = −sji, such that

sij · nij = 0, Pij · sij = sij .

The plastic velocity gradient arises from the lattice growth and grain boundary
sliding:

(2.4) Lp|Φ̸=0 =
∑
i

gniGniG +
1

2

∑
i

[∑
j

(gnijnij + sijnij)

]
,

where niG is the unit outer normal to the grain i at the interface with the gas.
The description of grain boundary slip and lattice growth is clearly inspired by the
descriptions of dislocation glide crystal plasticity [1, 3, 13] and dislocation climb
crystal plasticity [22,23]. However, in contrast to the crystal plasticity, here we
choose to describe grain boundary slip and lattice growth on the current configu-
ration, rather than the intermediate one. While differences are not quantitatively
significant, the choice still needs to be made. The geometry of grain boundaries is
described by 5 parameters and its thermodynamics and kinetics are, at present, far
less understood than the thermodynamics and kinetics of slip planes in crystals.
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Therefore, referring the quantities g and sij to the intermediate configuration would
not improve accuracy and would be, at present, an unnecessary complication.

2.2. Gas. In gas, the “plastic” velocity gradient arises from the deviatoric
shear flow:

Lp|Ψ̸=0 = L− 1

3
tr(L)I = v∇− 1

3
(∇ · v)I, L∗|Ψ̸=0 =

1

3
tr(L)I =

1

3
(∇ · v)I.

We can now formulate the general phase field expression for the entire domain:

Lp = Φ

(∑
i

gniGniG +
1

2

∑
i

∑
j

(gnijnij + sijnij)

)
+Ψ

(
v∇− 1

3
(∇ · v)I

)
.

Then, we can complete (1.2) to formulate the first governing equation of the system
describing the evolution of the state variable – the elastic-compositional deforma-
tion gradient field:

(2.5) Ḟ∗ =

[
Φ

(
v∇−

∑
i

gniGniG− 1

2

∑
i

∑
j

(gnijnij+sijnij)

)
+
1

3
Ψ(∇·v)I

]
·F∗.

3. Free energy of the system

We consider the Eulerian (spatial) domain V , bounded by the surface ∂V . We
expect a variety of boundary conditions: periodic, minimal [24], gas and inert solid.
Only the last one requires special treatment as the interface energies between the
inert solid boundary and active solid or gas may play a role. We will consider non-
inertial viscous flow of compressible gas. Chemical and elastic free energy densities
f(η, ϕi,Ψ) and E(F∗, η, ϕi,Ψ), are given per unit intermediate volume V̄ . The total
free energy of the system is

(3.1) F =

∫
V̄

(f + E)dV̄ +

∫
V

[
1

2
κ(∇Ψ)2 +

∑
i

1

2
ζ(∇ϕi)

2

]
dV +

∫
∂V

γ(Ψ)d∂V.

The last integral exists only on the inert solid boundary. The material derivative
of the free energy can be written as (Appendix B):

Ḟ =

∫
V

[
−M0∇ · q+M0Ψ̇ + σ̃ : (v∇)− 1

2

∑
i

∑
j

ttij · sij +
∑
i

µ0
i ϕ̇i

]
dV(3.2)

+

∫
∂V

[
Υ0Ψ̇ +

∑
i

χ0
i ϕ̇i

]
d∂V.

Here, the augmented stress σ̃ includes the standard Cauchy stress σ and the cap-
illary stresses [7]

(3.3) σ =
1

F ∗
∂E
∂F∗ · F∗T , σ̃ = σ − κ∇Ψ∇Ψ−

∑
i

ζ∇ϕi∇ϕi.

The shear traction expanding power on the boundary slip rate are

ttij = Pij · σ · nij ,
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where we note that ttij · sij = ttji · sji. Further, we define diffusion potential and
phase field potentials as

M0 =
∂(f + E)

∂η
,

µ0
i =

1

F ∗
∂(f + E)

∂ϕi
− 1

F ∗
∂(f + E)

∂η

ηN1/3

|∇ϕi|
− tnN1/3

|∇ϕi|
− ζ∇2ϕi,(3.4)

M0 =
1

F ∗
∂(f + E)

∂Ψ
− κ∇2Ψ.

To understand the physical meaning of the solid phase potential µ0
i , it is instructive

to compare (qualitatively!) the terms in the phase field expression (other than the
Laplacian term which arises as the result of diffuse nature of the interface) to
the sharp interface formulation of lattice continuum [21]. The potential µ0

i is the
power conjugate to ϕ̇i and therefore represents the energetic changes associated
with the creation of a new lattice. The term with the normal traction tn (defined
in Appendix B) gives the power expanded by normal tractions. The first term is the
energy required for the creation of the new lattice and the 2nd term is the energy
change of the existing lattice when the atoms needed for the new lattice are taken
out of it. The boundary terms in (3.2), with

Υ0 = κn · ∇Ψ+
∂γ

∂Ψ
, χ0

i = ζn · ∇ϕi,

exist only on the inert solid boundary. Their physical meaning is explained in the
context of capillary flow on inert solid surfaces [8].

4. Power balance and dissipation

We consider a temperature-controlled process, where temperature is a pre-
scribed field (not necessarily constant, nor uniform). The amount of heat added to
the system to bring it into the creep or sintering temperature ranges is much larger
than any heat generated in dissipative processes. Formally, the treatment is the
same as that for an isothermal process. The second law of thermodynamics then
requires non-negative dissipation, D ⩾ 0, and the power balance is expressed as:

(4.1)
∫
∂V

t · v d∂V = Ḟ +D,

where t is the boundary traction vector.
Dissipation arises from diffusion, phase propagation (lattice growth), grain

boundary sliding and viscous flow of the gas. To describe the viscous flow, we
define the viscous stretch rate tensor

D =
1

2
(Lp + LpT ).

The total dissipation rate is written as

D =

∫
V

[
Q · q+MΨ̇ +

∑
i

µiϕ̇i + τ : D+
∑
i

∑
j

Sij · sij
]
dV(4.2)
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+

∫
∂V

∑
i

Υiϕ̇id∂V ⩾ 0.

The second law will be satisfied for:

ϕ̇i = bSµi, Ψ̇ = bGM, ϕ̇i = βΥi on ∂V, bS , bG, β > 0

τ = 2ω(Φ,Ψ)D, ω = ΦωS +ΨωG > 0, sij = sy

∣∣∣Sij

Sy

∣∣∣H−1Sij

Sy
, H ≫ 1,(4.3)

q = B ·Q where B is positive definite.

The mobilities bs and bG enable different dissipation for grain boundary growth at
grain boundaries and free surfaces, τ is the viscous stress tensor and the viscosity
function ω(Φ,Ψ) is defined in such a way that the viscous flow in solids is negligible:
ωS ≫ ωG. The diffusional mobility tensor B should enable bulk, interface and
surface diffusion, as well as sublimation – diffusion through gas – condensation:

B = B0I+
∑
i

(
BSS

∑
j

Pij +BSGPiG

)
,(4.4)

B0 = ΦBS
0 +ΨBG

0 , PG = I− niGniG,

where Pii = 0, B0 is the mobility in the bulk, while BSS and BSG are the mobilities
along solid-solid and solid-gas boundaries. To disable sublimation and diffusion
through the gas, one sets BG

0 = 0. The constitutive law for the grain boundary
slip, assumed without reference to any particular atomic scale mechanism [11], is
the viscous regularization of the ideal rate-independent yield condition with the
yield stress Sy and a large power H. The boundary terms (∂V ) in (4.2) and (4.3)
are associated with the mobility of the triple line [8] between the solids, gas and
the inert solid boundary.

The power balance (4.1) can then be written as∫
∂V

[
t · v +

∑
i

(Υ0 −Υi − χ0
i )ϕ̇i

]
d∂V

=

∫
V

[
(Q+∇M0) · q+ (M+M0)Ψ̇ +

∑
i

(µi + µ0
i )ϕ̇i

+Σ : (v∇) +
1

2

∑
i

∑
j

(Sij − ttij) · sij
]

where
Σ = σ̃ + τ .

For all boundary conditions listed at the beginning of Section 3, the conservation
of solid matter is enforced, either locally or globally:

(4.5) n · q|∂V = 0 or
∫
∂V

n · q d∂V = 0.
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5. Principle of virtual power and governing equations

To formulate the principle of virtual power [9,10,23], an additional constraint
is needed:

(5.1)
∫
V

λ

(
Ψ̇ +

∑
i

ϕ̇i

)
dV = 0,

where λ is the Lagrange multiplier. We then consider independent variations (test
functions): v̂, q̂, ŝij ,

ˆ̇Ψ, and ˆ̇
ϕj (i, j = 1, 2, . . . , ng), so that the statement of the

principle of virtual power is expressed as:∫
∂V

[
(t− n ·Σ) · v̂ −

∑
j

(Υj −Υ0 − χ0
j )
ˆ̇
ϕj

]
d∂V

=

∫
V

[
(Q+∇M0) · q̂− (∇ ·Σ) · v̂ +

1

2

∑
i

∑
j

(Sij − ttij) · ŝij

+ [M+M0 − λ] ˆ̇Ψ +
∑
j

(µj + µ0
j − λ)

ˆ̇
ϕj

]
dV.

Then, for arbitrary test functions, the following conditions must be satisfied in V :

(5.2) Q = −∇M0, M = −M0 + λ, µj = −µ0
j + λ, ∇ ·Σ = 0, Sij = ttij .

At the domain boundary ∇V , we may have:
– Natural boundary conditions t = n ·Σ, or essential boundary conditions

for v.
– Natural boundary conditions for vanishing n ·B ·∇M0 locally or globally

(4.5), and/or, the essential boundary conditions η = 0 in a gas which does
not accept solid atoms.

– Natural boundary conditions Υj = Υ0 + χ0
j and/or essential boundary

conditions for ϕj .
From (5.2), the field equations for the phase fields are written as

ϕ̇i = bS(−µ0
i + λ), Ψ̇ = bG(−M0 + λ).

Upon eliminating λ by means of (2.1) (Appendix C), we obtain

ϕ̇i = −bSµ
0
i +

b2S
bG + bSng

∑
j

µ0
j +

bSbG
bG + bSng

M0

Ψ̇ =
( b2G
bG + bSng

− 1
)
M0 +

bGbS
bG + bSng

∑
j

µ0
j

where ng is the number of solid phase fields. The governing equations for the
unknown fields F∗, η, ϕi(i = 1, . . . , ng), Ψ and v are:

Ḟ∗ =

[
Φ

(
v∇−

∑
i

gniGniG − 1

2

∑
i

∑
j

(gnijnij + sijnij)

)
+

1

3
Ψ(∇ · v)I

]
· F∗,



HIGH TEMPERATURE SOLID MECHANICS: MESOSCALE COMPUTATIONAL... 11

η̇ = F ∗∇ ·
[
B · ∇∂(f + E)

∂η

]
− ηg,

ϕ̇i = −bSµ
0
i +

b2S
bG + bSng

∑
j

µ0
j +

bSbG
bG + bSng

M0, i = 1, 2, . . . , ng,(5.3)

Ψ̇ =
( b2G
bG + bSng

− 1
)
M0 +

bGbS
bG + bSng

∑
j

µ0
j ,

∇ ·
(
σ + τ − κ∇Ψ∇Ψ−

∑
j

ζ∇ϕj∇ϕj

)
= 0

where µ0
i and M0 are given in (3.4) and

g =
N̄1/3

F ∗1/3

∑
i

1

|∇ϕi|

[
− bSµ

0
i +

b2S
bG + bSng

∑
j

µ0
j +

bSbG
bG + bSng

M0

]
,

sij =
sy
Sy

∣∣∣ttij
Sy

∣∣∣H−1

ttij , ttij = Pij · σ · nij .

6. Energy densities

The chemical free energy density f(η, ϕi,Ψ) for the entire domain is written
as the linear combination of phase contributions, with addition of energy barriers
between the phases:

f(η, ϕi,Ψ) =

ng∑
i=1

[ϕifi(η) + ∆fiw(ϕi)] + ΨfG(η) + ∆fGw(Ψ),

w(ϕi) = 16ϕ2
i (1− ϕi)

2.

The energy barriers, ∆fi and ∆fG, and the phase field parameters, ζ and κ (3.1),
are computed from physical quantities – solid-solid and solid gas interface energies
ΓSS and ΓSG, and the computational parameter – the nominal interface thickness
h (Appendix D):

∆fi =
3

8

ΓSS

h
, ∆fG =

3

4

ΓSG

h
− 3

8

ΓSS

h
,(6.1)

ζ =
3

4
ΓSSh, κ =

3

2
ΓSGh− 3

4
ΓSSh.

In the case of inert solid boundary condition (b), with interface energies ΓSb and
ΓGb, the domain boundary interface energy is

γ(Ψ) = (1−Ψ)ΓSb +ΨΓGb.

If only one species of solid atoms is present and diffusion is based on the atom-
vacancy exchange mechanisms, the chemical free energy of solids is the energy of
mixing, for which the regular solution model [12] can be used. Let the equilib-
rium vacancy concentration at the given temperature T and pressure p be denoted
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ceq(T, p). Then, for small departures from equilibrium concentration, the regular
solution model can be approximated [21]:

fi(η) =
1

2

kTN̄

ceq(T, p)
(c− ceq(T, p))

2 =
1

2

kTN̄

(1− ηeq(T, p))
(η − ηeq(T, p))

2,

where k is the Boltzmann constant and ηeq = 1− ceq. In the absence sublimation
of solid atoms and transport through the gas, the chemical energy density of the
gas can be ignored: fG(η) = 0. Then the partials needed for diffusion and phase
potentials (3.4) are:

∂f

∂η
=

ng∑
i=1

ϕif
′
i(η) =

ng∑
i=1

ϕi
kTN̄

(1− ηeq(T, p))
(η − ηeq(T, p)) + Ψf ′

G(η),

∂f

∂Ψ
= fG(η) + δfGw

′(Ψ),

∂f

∂ϕi
=

ng∑
i=1

[fi(η) + ∆fiw
′(ϕi)],

where the prime superposed on the function of a single variable means the derivative
with respect to that variable.

Depending on the complexity and the importance of gas compressibility, the
elasticcompositional energy density E(F∗, η, ϕi,Ψ) can be represented as the weight-
ed sum of solid and gas energies: E =

∑
i ϕiES + ΨEG. Here, we choose a simpler

formulation where the gas compressibility is linear. Accordingly, both the solid and
the gas can be described as elastic and viscous, but with parameters depending on
the phase, so that elasticity is dominant in solids and volumetric gas deformation,
while viscosity is dominant in deviatoric gas deformation. The elastic-compositional
energy can then be considered as a function of an appropriate strain measure E :
E(η,E, ϕi,Ψ). Here, we choose the Green strain tensor:

E = 1
2 (F

∗T · F∗ − I).

Irrespective of the choice of strain measure, the strain E is expected to be small and
is expressed as the sum of the compositional eigenstrain ε and the elastic strain,
both of which are small. Typically, a change in vacancy concentration produces
only stress-free volume change, so that the compositional eigenstrain is assumed to
be purely volumetric and proportional to the change in vacancy concentration. We
assume linear elasticity, so that the elastic energy is given in the quadratic form:

E = 1
2 (E− ε) : C(ϕi,Ψ) : (E− ε), ε = α(η − η0)I,

where η0 = 1− c0 = ηeq(T0, p0) is the equilibrium value of (1− c) at the reference
temperature T0 and the reference pressure p0. The isotropic elasticity tensor can
be expressed in terms of the bulk and shear moduli:

Cijkl = Kδijδkl +G
(
δikδjl + δilδjk − 2

3
δijδkl

)
,

K = ΦKS +ΨKG, G = ΦGS +ΨGG,

C = ΦCS +ΨCG,
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where GG ≫ GS and KG < KS . The partial derivatives needed for the potentials
(3.4) are therefore:

∂E
∂η

= −αI : C : (E− ε),

∂E
∂ϕi

=
1

2
(E− ε) : (CS −CG) : (E− ε),

∂E
∂Ψ

=
1

2
(E− ε) : (CG −CS) : (E− ε).

To complete the formulation, we need an expression for the Cauchy stress σ
in (5.3). To that end, we note that the expression C : (E − ε) is, in fact, the 2nd

Piola–Kirchhoff stress tensor referred to the intermediate configuration (i.e., the
work conjugate of the elastic Green strain), so that the Cauchy stress is given as

σ =
1

F ∗
∂E
∂F∗ · F∗T =

1

F ∗F
∗T ·

[
C :

(1
2
(F∗T · F∗ − I)− α(η − η0)I

)]
· F∗.

7. Elements of dimensional analysis

The nonlinearity and complexity of the governing equations (5.3) indicate com-
putational approach. In such cases, dimensional analysis can provide some useful
insights into the parameters used and the competition between the physical pro-
cesses. Depending on the problem at hand, different characteristic lengths, times
and forces can be defined. Here, we focus on the phase field and diffusion equa-
tions (second, third and fourth equations in (5.3)), as the analysis of the other two
equations is rather simple. Moreover, we focus on a specific problem – early stages
of sintering, which will govern our choices of characteristic quantities.

The phase field equations indicate the characteristic length of the process – the
nominal interface thickness h. The sintering is driven by the difference between
solid-gas and solid-solid interface energies (6.1), so that the characteristic force is
(ΓSG − ΓSS)h. In the early stages of sintering, the material is mostly transported
from one part of the solid-gas interface to the other. This the relevant phase field
and diffusion mobilities (4.3), (4.4) are bG and BSG. The analysis of the phase field
equations then yields the characteristic lattice growth time

Tlg =
h

bG(ΓSG − ΓSS)
.

Denoting the nondimensional quantities with a concave arc (e.g., t̆ = t/Tlg, ∆̆ =
h∇), the nondimensional diffusion and phase field equations can then be written as

dη

dt̆
= F ∗ Tlg

Tdiff
∇̆ ·

[
B̆ · ∇̆∂(f̆ + Ĕ)

∂η

]
− ηğ,

dϕi

dt̆
= −b̆Sµ̆

0
i +

b̆2S
1 + b̆Sng

∑
j

µ̆0
j +

b̆S

1 + b̆Sng

M̆0,
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dΨ

dt
=

−b̆S

1 + b̆Sng

M̆0 +
b̆S

1 + b̆Sng

∑
j

µ̆0
j .

ğ =
hN̄1/3

F ∗1/3

∑
i

1

|∇̆ϕi|
dϕi

dt̆
,

where the characteristic diffusion time is given by

Tdiff =
1

hBSG(ΓSG − ΓSS)
,

and the nondimensional quantity hN̄1/3 represents the number of lattice points
fitting into the phase field interface width. The ratio Tlg/Tdiff determines which
physical process governs the overall sintering rate. For example, if Tlg/Tdiff < 1,
the sintering rate is governed by diffusion and not by the boundary dissipation
required for lattice growth. Clearly, the definitions of both characteristic times are
predicated by our (informed) choice of dominant diffusion/lattice growth mecha-
nism. For example, Nabarro–Herring creep problem in polycrystals will have Tlg
depending on bS and Tdiff on the bulk mobility in solids BS

0 (4.4). Such a problem
has been discussed (albeit in the sharp interface context) in [21].

8. Discussion and extensions

The derived system of governing equations (5.3) represents a system of ng +14
scalar partial differential equations for as many unknown fields: F∗, η, ϕi(i =
1, . . . , ng), Ψ, and v. In anticipation of the numerical treatment, e.g., spatial dis-
cretization by the finite element method, we have already written the 4th order
p.d.e’s for ϕi(i = 1, . . . , ng) and Ψ as pairs of 2nd order equations, so that the
potentials µ0

i (i = 1, . . . , ng) and M0 are treated as independent variables with cor-
responding additional equations (3.4). The size of the system is then 2ng + 15.
The discrete finite element system with nNod will then consist of nNod(ng + 11)
ordinary differential equations (in time) and nNod(ng +14) algebraic equations (to
be enforced at any time), for nodal variables as functions of time.

The nonlinear system (5.3) represents the full range of motion of the grains (ro-
tations and translations) as well as the lattice growth at the boundaries and grain
boundary sliding. The system also allows for all possible diffusion paths (crystal
bulk, grain boundary, free surface). While most of the closure equations (constitu-
tive laws) are linear – the exception being the grain boundary sliding in (4.3) – the
problem is still intractable analytically and requires computational approach.

We have considered a relatively simple system with a single lattice geometry
and the lattice occupied either by vacancies or one species of atoms. Interstitial
diffusion typically has different thermodynamics and kinetics from the vacancy
diffusion considered here. To describe this type of diffusion, the lattice of interstices
is added to the base lattice to form a complex lattice, and the bookkeeping for the
two lattices is kept separate. Such a method has been employed by [17] to address
the problem of ordered compounds – metal carbides, whereby carbon diffuses only
along the carbon site lattice, which is the interstitial lattice to the metal lattice.
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While the number of unknowns increases with the number of diffusion species, this
does not present a conceptual problem, but merely an extra bookkeeping effort.

The formation of new phases, dictated by the disparities in the diffusion rates
of different species, is a more complex problem. It requires the definition of eigen-
strains associated with martensitic phase transformations. Such strains and rota-
tions are often not small. This problem is partially addressed by [17], who used the
spatial averaging of the lamellar phase structure to simplify the problem. Never-
theless, the treatment presented here includes arbitrary deformation and rotation,
and is thus amenable to inclusion of eigen-gradient associated with the martensitic
transformation (in addition to compositional eigenstrain), e.g.,

F∗ = Fel · Feigen,

where Feigen now includes both compositional volumetric strain and transformation
strain and rotation, and the Green strain is

E =
1

2
(FelT · Fel − I).

We have also assumed a controlled-temperature process, treated formally as
an isothermal process. This amounts to the assumption that any heat resulting
from dissipation is negligible compared to the amount of heat used to heat the
solid externally and is quickly transported away without causing only negligible
local temperature changes. The temperature is considered an externally imposed
global parameter, T (t). While we have suppressed temperature dependence in our
notation, all parameters can, in principle, be temperature dependent. For the
class of processes considered here, this is justified. However, should the problem
include significant heat sources, such as exothermic/endothermic transformations,
heat conduction should be included in the formulation (heat convection is already
included by simply treating the temperature as a material field).

Finally, the dependence of interface energies on the misorientation of grains and
the orientation of the interface planes, is very important for the grain growth process
which often accompanies high temperature processes in polycrystalline solids. At-
tempts have been made in the literature to simulate grain growth with anisotropic
interface energies [5, 25, 27], but none of them include the description of grain
translation and rotation, i.e., each crystal is assumed to have a fixed orientation
in space and each initial material point has a fixed position. This is a challenging
problem as the interface geometry is a function of 5 scalar parameters. Tracking
such a parameter dependence in time requires tracking the grain rotations and
interface rotations.
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ratory Cooperative Agreement W911NF-23-2-0087, US National Center of Manu-
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Appendix A. Diffusion

The lattice site density evolves as

(A.1)
∂N

∂t
= −∇ · (Nv) +Ng

But the number of atoms depends on the atomic velocity va:
∂

∂t
(Nη) =

∂N

∂t
η +N

∂η

∂t
= −∇ · (ηNva),

whence, upon substituting (A.1)

− η∇ · (Nv) + ηNg +N
∂η

∂t
= ∇ · (ηNva)

⇒ Nv · ∇η + ηNg +N
∂η

∂t
= −∇ · (ηN(va − v))

⇒ η̇ =
∂η

∂t
+ v · ∇η = − 1

N
∇(ηN(va − v))− ηg.

Finally, we note that N = N̄/F ∗, where N̄ is constant, and define the flux as

q =
η

F ∗ (v
a − v),

to obtain
η̇ = −F ∗∇ · q− ηg.

Appendix B. Free energy rate

Starting from (3.1):

F =

∫
V̄

(f + E)dV̄ +

∫
V

[
1

2
κ(∇Ψ)2 +

∑
i

1

2
ζ(∇ϕi)

2

]
dV +

∫
∂V

γ(Ψ)d∂V,

the time derivative in the fixed Eulerian volume is

Ḟ =

∫
V

1

F ∗

[
∂(f + E)

∂η
η̇ +

∂(f + E)
∂Ψ

Ψ̇ +
∂E
∂F∗ : Ḟ∗T +

∑
i

∂(f + E)
∂ϕi

ϕ̇i

]
dv

+

∫
V

[
κ∇Ψ · ∇̇Ψ+

∑
i

ζ∇ϕi · ˙∇ϕi

]
dV +

∫
∂V

∂γ

∂Ψ
Ψ̇ d∂V.

Next, the material derivative of a gradient can be written as

∇̇ϕ = ∇ϕ̇− (∇ϕ) · (v∇),

so that:

∇ϕi · ˙∇ϕi = ∇ϕi · ∇ϕ̇i − (∇ϕi∇ϕi) : (v∇)

= ∇ · (ϕ̇i∇ϕi)− ϕ̇i∇2ϕi − (∇ϕi∇ϕi) : (v∇).

Then, using (1.2), (2.2), (2.3) and (2.4) and defining the Cauchy stress as in (3.3),
we obtain

Ḟ =

∫
V

[
− ∂(f + E)

∂η

1

F ∗F
∗∇ · q+

[ 1

F ∗
∂(f + E)

∂Ψ
− κ∇2Ψ

]
Ψ̇
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+

[
σ − κ(∇Ψ∇Ψ)−

∑
i

ζ(∇ϕi∇ϕi)

]
: (v∇)− 1

2

∑
i

∑
j

σ : nijsij

+
∑
i

[
1

F ∗
∂(f + E)

∂ϕi
− 1

F ∗
∂(f + E)

∂η

ηN1/3

|∇ϕi|

−
(∑

j

σ : njGnjG +
1

2

∑
j

∑
k

σ : njknjk

)
N1/3

|∇ϕi|
− ζ∇2ϕi

]
ϕ̇i

+

∫
∂V

[( ∂γ

∂Ψ
+ κn · ∇Ψ

)
Ψ̇ +

∑
i

ζn · ∇ϕiϕ̇i

]
d∂V.

The traction on the phase field level surface is σ · nij . Only its tangential portion
ttij = Pij · σ · nij expands power on sij . The normal traction on the phase field
level surface is given as tnij = nij · σ · nij , and the overall normal traction field can
be written as

tn =
∑
j

tnjG +
1

2

∑
j

∑
k

tnjk.

With those substitutions, we obtain

Ḟ =

∫ [
− ∂(f + E)

∂η

1

F ∗F
∗∇ · q+

[ 1

F ∗
∂(f + E)

∂Ψ
− κ∇2Ψ

]
Ψ̇

+

[
σ − κ(∇Ψ∇Ψ)−

∑
i

ζ(∇ϕi∇ϕi)

]
: (v∇)− 1

2

∑
i

∑
j

ttij · sij

+
∑
i

[ 1

F ∗
∂(f + E)

∂ϕi
− 1

F ∗
∂(f + E)

∂η

ηN1/3

|∇ϕi|
− tnN1/3

|∇ϕi|
− ζ∇2ϕi

]
ϕ̇i

]
+

∫
∂V

[( ∂γ

∂Ψ
+ κn · ∇Ψ

)
Ψ̇ +

∑
i

ζn · ∇ϕiϕ̇i

]
d∂v.

Appendix C. Elimination of the Lagrange multiplier

Ψ̇ +
∑
i

ϕ̇i = 0 ⇒ −bGM0 + (bG + bSng)λ− bS
∑
i

µ0
i = 0

⇒ λ =
bG

bG + bSng
M0 +

bS
bG + bSng

∑
j

µ0
j ,

ϕ̇i = −bSµ
0
i +

b2S
bG + bSng

∑
j

µ0
j +

bSbG
bG + bSng

M0

Ψ̇ =
( b2G
bG + bSng

− 1
)
M0 +

bGbS
bG + bSng

∑
j

µ0
j .
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Appendix D. Equilibrium interface energy

Consider the equilibrium of two semi-infinite domains (Φ + Ψ = 1) with the
interface

(
Φ = Ψ = 1

2

)
located at x = 0. From (3.1) and (5.1), the interface

energy is

Γ =

∫ ∞

−∞

[
∆fw(Φ) + ∆fGw(Ψ) +

1

2
ζ
(dΦ
dx

)2

+
1

2
κ
(dΨ
dx

)2]
dx(D.1)

=

∫ ∞

−∞

[
(∆f +∆fG)w(Φ) +

ζ + κ

2

(dΦ
dx

)2]
dx.

The equilibrium distribution Φ(x) that minimizes the interface energy, is obtained
from the Euler equation:

(D.2) (∆f +∆fG)w(Φ) =
ζ + κ

2

(dΦ
dx

)2

,

which, upon the substitution in (D.1), gives

Γ =

∫ ∞

−∞
(ζ + κ)

(dΦ
dx

)2

dx =

∫ 1

0

(ζ + κ)
dΦ

dx
dΦ

=
√
2(∆f +∆fG)(ζ + κ)

∫ 1

0

√
w(Φ)dΦ =

2

3

√
2(∆f +∆fG)(ζ + κ).

To obtain the nominal interface thickness, we solve differential equation (D.2) with
Φ(0) = 1

2 :

dΦ

dx
= 4

√
2(∆f +∆fG)

ζ + κ
Φ(1− Φ) ⇒ ln

Φ

1− Φ
= 4

√
2(∆f +∆fG)

ζ + κ
x

dΦ

dx

∣∣∣
Φ=1/2
x=0

=

√
2(∆f +∆fG)

ζ + κ
⇒ h =

√
ζ + κ

2(∆f +∆fG)
.
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МЕХАНИКА ЧВРСТИХ ТЕЛА НА ПОВИШЕНИМ
ТЕМПЕРАТУРАМА: РАЧУНСКА ФОРМУЛАЦИJА

НА МЕЂУНИВОУ

Реиме. Изведена jе формулациjа фазног поља на међунивоу (између микро-
нивоа (атоми) и макро-нивоа (велике запремине у инжењерским прорачунима))
за рачунски приступ механици чврстих тела на повишеним температурама.
Математички опис укључуjе транслациjу и ротациjу кристалних зрна, дифу-
зиjу кроз кристале и међуповрши, раст кристалне решетке и клизање зрна
на међуповршима, еластичне напоне и композиционе сопствене деформациjе.
Формулациjа повезуjе хетерологне континууме; чврста тела су представљена
континуумом решетке, док су празнине/гас представљени уобичаjеним конти-
нуумом масе као вискозни (и запремински еластичан) флуид. Градиjент дефор-
мациjе jе стога променљива стања чиjа jе еволуциjа дефинисана у Еулер-овском
смислу. Посматрамо неинерциjалне процесе са контролисаном температуром,
механизмом размене атома и празнина за дифузиjу и изотропним површинским
енергиjама. Упркос томе, као што jе обjашњено у Закљчцима, ова формулациjа
даjе основу за проширење теориjе на процесе са значаjним изворима и понори-
ма топлоте, дифузиjу више врста атома и анизотропне површинске енергиjе.
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