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Abstract

In this paper we give an account on Müntz polynomials orthogonal
on (0, 1), the corresponding generalized quadratures of Gaussian type,
as well as their numerical construction. Also, we propose an efficient
method for calculating the Müntz-Legendre polynomials by using a
complex integration.

1 Introduction

Let Λ = {λk | k ∈ N0} be a sequence of complex numbers. By Λn we assume
the system of the first n+1 elements of Λ. We adopt the following definition

xλk = eλk log x, x ∈ (0, +∞), k ∈ N0.

Provided λk 6= λn, k 6= n, we define Mn(Λ), n ∈ N0, to be the (complex)
linear span of the set

{xλ0 , xλ1 , . . . , xλn}.
In the case we have some equalities among numbers λk, k ∈ N0, we need
some caution. Let kν , ν ∈ {0, 1, . . .}, be all indexes for which some number
z appears in the sequence Λ. Here, the set in which ν runs can be finite
or infinite. In the sequence of powers we replace every occurrence of xz =
xλkν with xλk0 logν−1 x, ν ∈ {0, 1, . . .}. For such sequences Λ, which allow a
repetition, we define Mn(Λ) to be the (complex) linear span of the modified
sequence of powers, which construction has been described. For example,
the sequence λ2k = λ2k+1 = k, k ∈ N0, has modified sequence of powers

1, log x, x, x log x, . . . , xk, xk log x, . . .

In order to avoid a constant repetition of this fact we define xΛn to represent
the general basis which allows some elements of the sequence Λ to be equal.
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By xΛ we represent the union of all xΛn , n ∈ N0. By M(Λ) we denote the
union of all sets Mn(Λ), n ∈ N0. It can be proved easily that xΛ is a linearly
independent system of functions on (0, 1].

Now, we can introduce an inner product on the space M(Λ). Given Borel
positive measure µ, supported on [0, 1], such that xΛ are L2(µ)-integrable,
we define

(p, q) =

∫ 1

0

p(x)q(x)dµ(x), p, q ∈ M(Λ).

It is very easy to obtain the following result.

Lemma 1. The function (·, ·) : M(Λ)2 7→ C is an inner product.

The only thing which may be tricky is to prove (p, p) > 0 for p 6= 0,
p ∈ M(Λ), but this is a consequence of the fact that |p|2 is nonnegative on
(0, 1) and the support of the Borel positive measure µ is [0, 1] (see [19, p. 70]).

Using the well-known Gram-Schmidt orthogonalization procedure (see
[18]), we can get an orthogonal system of vectors in Mn(Λ), starting with the
basis xΛn .

Definition 1. Given a sequence Λ and a positive measure µ, supported on
the interval [0, 1], the Müntz-µ orthonormal polynomials pn(x; Λ, µ), n ∈ N0,
with respect to the measure µ, are the one obtained using Gram-Schmidt
procedure for the scalar product

(p, q) =

∫ 1

−1

p(x)q(x)dµ(x), p, q ∈ M(Λ),

starting with the basis xΛ, so that they satisfy

(pn(·; Λ, µ), pk(·; Λ, µ)) = δn,k, n, k ∈ N0.

For any sequence γk 6= 0, k ∈ N0, the sequence γkpk(·; Λ, µ), k ∈ N0, is
called the sequence of Müntz-µ orthogonal polynomials with respect to the
measure µ.

When there is no possibility of confusion we write simply pn(·) instead of
pn(·; Λ, µ).

It is quite interesting that for the Legendre measure, dµ(x) = χ[0,1](x)dx,
we can actually express the Müntz-Legendre polynomials in a closed form.
At first, we note that the L2(µ)-integrability of the basis functions imposes
the condition Re(λn) > −1/2, n ∈ N0, since we require x2Reλn , n ∈ N0, to be
integrable.
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In order to present a closed form of the Müntz-Legendre polynomials, we
introduce the following rational functions

Wn(s; Λ) =
1

s− λn

n−1∏

k=0

s + λk + 1

s− λk

, n ∈ N0. (1)

Empty product in (1) is taken, by definition, to have the value 1. Let simple
closed curve Γ has in its interior all λk, k = 0, 1, . . . , n. Then we define

Pn(x) =
1

2πi

∮

Γ

Wn(s)xsds (2)

to be the n-th Müntz-Legendre polynomial. Then we have the following
result (see [1], [24], [10], [4], [3]):

Theorem 1. For the Müntz-Legendre polynomials (2), the following orthog-
onality relation holds

∫ 1

0

Pn(x)Pk(x)dx =
δn,k

λk + λk + 1
, n, k ∈ N0. (3)

As we can see the sequence of Müntz-Legendre orthogonal polynomials
perfectly suites Definition 1. We can also calculate the Müntz-Legendre
orthonormal polynomials pn(·) =

√
2Re(λn) + 1Pn(·), n ∈ N0.

Now, it can be easily seen that in the case of all mutually different λk,
k ∈ N0, the Müntz-Legendre polynomial is given by a linear combination of
the basis xλ0 , . . . , xλn . However, if we have two elements equal λk = λk+1, an
application of the Cauchy residue theorem (see [20], [13], [14]) will produce
terms xλk and xλk log x.

In the limiting case λk = λ, k ∈ N0, we get

Pn(x) = xλLn(−(λ + λ + 1) log x), n ∈ N0,

where Ln(x) is the Laguerre polynomial orthogonal on (0, +∞), with respect
to Laguerre weight e−x (see [12]). In this case xΛ = {1, log x, . . . , logk x, . . .}.

The other special case is the sequence Λ = N0, in which case the Müntz
system becomes xΛ = {1, x, x2, . . .}, i.e., the classical polynomial basis. For
this special Λ-sequence the Müntz-Legedre polynomials are the ordinary Leg-
endre polynomials shifted to the interval [0, 1] and orthogonal with respect
to the constant weight function (see [12]).

The definition of Müntz-Legendre polynomials can be rewritten into the
form of the Laplace transform. Namely, we have the following theorem (see
[13], [14]):
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Theorem 2. If Gn(s) = −Wn(−s), where Wn is given by (1), we have

Pn(e−t) = L−1[Gn(·)], t ∈ (0, +∞),

where L−1 denotes the inverse Laplace transform.

Using this theorem and Bromwich formula for the inverse Laplace trans-
form (see [20, p. 213]), we have

Pn(e−t) =
1

2πi

∫ α+i∞

α−i∞
Gn(s)est ds, (4)

where α should be taken to be larger than 1/2 in order to have all singularities
of Gn to the left of the contour of integration.

For the real values of λk > −1/2, k ∈ N0, there is also an interesting
property of the interlacing of zeros of the Pn. It was proved in [4] that every
Pn has exactly n distinct zeros on (0, 1), in every of its zeros it changes sign,
and zeros of Pn and Pn−1 strictly interlace.

There are also some recurrence relations connecting the Müntz-Legendre
orthogonal polynomials. The first one connects the Müntz-Legendre orthog-
onal polynomials with their derivatives, and it is given by

xP ′
n(x)− xP ′

n−1(x) = λnPn(x) + (1 + λn)Pn−1(x), n ∈ N. (5)

The second one is given by

Pn(x) = Pn−1− (λn +λn−1 +1)xλn

∫ 1

x

t−λn−1Pn−1(t)dt, x ∈ (0, 1), n ∈ N.

2 Gaussian quadrature rule

In the rest of this paper we are concerned only with the case all λk, k ∈ N0,
are real and we assume that the sequence λk, k ∈ N0, is a nondecreasing
system of real numbers.

Let fk, k ∈ N0, be linearly independent system of functions on [a, b],
usually chosen such that the system is dense in some desirable function space
(see [5], [7], [6], [9]). By the generalized Gaussian quadrature rule for the
system fk, k ∈ N0, with respect to a non-negative measure σ, supported on
[a, b], we mean the quadrature formula

∫ b

a

f(x)dσ(x) =
n∑

ν=1

Aνf(xν) + Rn(f), (6)
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which is exact for each f = fk, k = 0, 1, . . . , 2n− 1. In the rest of the paper
we assume the measure σ is absolutely continuous.

It was proved (see [8], [2], [7]) that provided the system of continuous func-
tions fk, k = 0, 1, . . . , 2n−1, is a Chebyshev system on [a, b], the generalized
Gaussian quadrature rule (6) always exists uniquely. Also, the coefficients
Aν , ν = 1, . . . , n, in (6) are positive. The first result concerning the Müntz
systems xλk , k ∈ N0, on [0, 1] goes back to Stieltjes (see [22]). He proved the
existence of the Gaussian quadrature rule for 0 ≤ λ0 < λ1 < · · · .

A further refinement of the results of existence and uniqueness of the
generalized Gaussian quadrature rule was given in [9]. Suppose a system of
functions fk, k = 0, 1, . . . , 2n − 1, which are continuous on (a, b], and that
there exists a function r integrable and continuous on (a, b], such that |fk/r| <
+∞ as x → a+. If fk/r, k = 0, 1, . . . , 2n − 1, constitute the Chebyshev
system on [a, b], then the generalized Gaussian quadrature formula (6) exists
uniquely. Further, assuming that system of functions fk, k = 0, 1, . . . , 2n−1,
is Chebyshev on the interval (a, b] and is σ-integrable, we have that Gaussian
quadrature rule exists uniquely (see [9]).

The most important systems of functions which satisfy the previous con-
dition are the Muntz systems xΛ for the nondecreasing sequence Λ of real
numbers.

A construction of the generalized Gaussian quadrature formula (6) for
the Müntz systems was considered in [9]. However, the proposed algorithm
appears to be ill-conditioned. In [17], we proposed a quite different numerical
algorithm which is numerically stable. We give the very basic analysis of that
algorithm in the next section.

3 Numerical construction of the generalized

Gaussian quadrature rule

In the very core of the algorithm, presented in [17], stands the fact that the
system of functions xΛ forms a Hermite system on (0, 1]. We say that system
of functions fk, k = 0, 1, . . . , 2n−1, forms the Hermite system of functions on
(0, 1], provided for every mutually different numbers xk, k = 1, . . . , n, from
(0, 1], we have that determinant

∣∣∣∣∣∣∣∣∣

f0(x1) . . . f0(xn) f ′0(x1) . . . f ′0(xn)

f1(x1) f1(xn) f ′1(x1) f ′1(xn)
...

f2n−1(x1) f2n−1(xn) f ′2n−1(x1) f ′2n−1(xn)

∣∣∣∣∣∣∣∣∣
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is different from zero. It can be proved that the Müntz system of functions xΛ

is a Hermite system of functions on (0, 1]. The Müntz-Legendre orthogonal
polynomials Pn, n ∈ N0, given by (2), are linear combinations of the system
xΛ, which means that the Müntz-Legendre polynomials form the Hermite
system on (0, 1].

We are interested in the construction of the generalized Gaussian quadra-
ture rule for the Müntz system xΛ in the following form

∫ 1

0

P0(x)Pk(x)dx =
n∑

ν=1

AνPk(xν), k = 0, 1, . . . , 2n− 1, (7)

where Pn are the Müntz-Legendre orthogonal polynomials given by (2). As
it can be checked easily our generalized Gaussian quadrature rule is con-
nected with the generalized Gaussian quadrature rule (6), by the substitu-
tion dσ(x) = xλ0dx, where we used the fact that P0(x) = xλ0 , which can be
obtained from (2).

Using the orthogonality properties of the Müntz-Legendre orthogonal
polynomials (3), we have the following system of nonlinear equations

n∑
ν=1

AνPk(xν) =
δk,0

2λ0 + 1
, k = 0, 1, . . . , 2n− 1. (8)

This system of nonlinear equations is the one we solve in order to construct
the generalized Gaussian quadrature rule (7).

In [17], we proved the following theorem:

Theorem 3. The nonlinear system of equations (8) can be solved using the
Newton-Kantorovich method.

This theorem is due to the fact that xΛn is a Hermite system of functions
in (0, 1]. The Jacobian matrix of the nonlinear system (8) can be proved to
be of the full rank in the neighborhood of any solution of our system, there
is really only one solution according to [9], as it is elaborated in the previous
section.

The main problem with the Newton-Kantorovich method is to find a suit-
able procedure to calculate the starting values, which enable the quadratic
convergence. For a given sequence Λ, by Pn(·; Λ) we denote the Müntz-
Legendre orthogonal polynomial, defined by (2). The problem of determining
starting values can be solved using the following result (see [17]):

Theorem 4. Let Pk(·; (1 − λ)N0 + λΛ), λ ∈ [0, 1], be orthogonal Müntz-
Legendre polynomials, for the sequence

(1− λ)N0 + λΛ =
{
(1− λ)0 + λλ0, (1− λ)1 + λλ1, . . .

}
.
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Then the solution of the system (8) depends continuously on λ ∈ [0, 1].

This theorem completely solves the problem of the starting values. We
start with the classical Gauss-Legendre quadrature rule shifted on (0, 1), and
increase λ from zero slightly, to say ∆λ, in order to be able to solve the system
of equations (8), for the sequence (1−∆λ)N0 + ∆λΛ. Once we constructed
the generalized Gaussian quadrature rule for this sequence we increase λ
more and perform the construction again. We perform the same step until
λ reaches 1. In practise, to construct the generalized Gaussian quadrature
rule for the sequence λ3k = λ3k+1 = λ3k+2 = 3k, k ∈ N0, with 100 nodes we
need to perform constructions for 0.5, 0.75 and 1.

We can express the Jacobian matrix in the form

Jn =




P0(x1) . . . P0(xn) A1P
′
0(x1) . . . AnP ′

0(xn)
P1(x1) P1(xn) A1P

′
1(x1) AnP ′

1(xn)

...
P2n−1(x1) P2n−1(xn) A1P

′
2n−1(x1) AnP ′

2n−1(xn)




The experimental results given in [17] show that the condition number
of the Jacobi matrix grows polynomially with n, provided the sequence Λn

is uniformly distributed on (−1/2, n). This fact enables us to perform the
constructions with 100 nodes in the quadrature rule and to achieve precision
of the constructed quadrature rules of order 10−14 using double precision
format (machine precision of approximately 2.2× 10−16).

In order to use the Newton-Kantorovich method, we need to calculate the
inverse matrix of Jn, which means that we need to calculate actual values of
the Müntz-Legendre polynomials Pk(xν), k = 0, 1, . . . , 2n− 1, as well as, the
values of their derivatives for xν ∈ (0, 1). A calculation of the derivatives of
the Müntz-Legendre polynomials can be performed in the numerically stable
fashion using the recurrence relation (5). Thus, the only problem which
remains is to calculate the Müntz-Legendre polynomials in a numerically
stable way. We discuss this problem in the next section.

4 Numerical calculation of Müntz-Legendre

polynomials

Given real nondecreasing sequence Λ we can apply the Cauchy residue the-
orem to the integral (2), and we can get easily an expression for the Müntz-
Legendre orthogonal polynomial Pn, which is a linear combination of the

7



basis functions xΛ. However, as it was shown in [13], [14], this expression is
heavily unstable for the computational purposes.

A clue, for the way Müntz-Legendre polynomials can be calculated, is
the expression (2). As it is shown (Theorem 2), it is equivalent as for saying
that the Müntz-Legendre polynomials are inverse Laplace transforms of the
rational functions Gn. So, we can apply the methods used for the numerical
calculations of the inverse Laplace transform.

We would like to point out that the complexity of our algorithm depends
strongly of the complexity of the computation of Müntz-Legendre polyno-
mials. In order to achieve a machine precision (in double precision format
approximately 2.2× 10−16), we usually need say 7 iterations of the Newton-
Kantorovich algorithm, provided starting values are not “very bad”. Every
iteration in the Newton-Kantorovich algorithm requires computation of the
Müntz-Legendre polynomials Pk, k = 0, 1, . . . , 2n−1, in the n different points
xk, k = 1, . . . , n. Also, we need the computation of derivatives of the Müntz-
Legendre polynomials at the points xk, k = 1 . . . , n, using (5), as well as
one solution of the linear system with the matrix of the system given by
the Jacobi matrix Jn of dimension 2n. As is well-known solving system of
the linear equations has the complexity ≈ n3, if we are using, for exam-
ple, the Gaussian elimination (see [12]). The complexity of the computation
of the derivatives, using (5), is linear in n, i.e., neglectful with respect to
the complexity of solving a linear system. Suppose the computation of the
polynomial P2n−1 requires T time units, then complexity of construction of
the Jacobi matrix Jn is of order ≈ n2T . It turns out that this quantity is
dominant, i.e., the quantity T is significantly bigger than n. This can be
understood easily. If we are going to perform a computation using (2), then
we are forced to use some quadrature rule with say M points, for every node
of the quadrature rule we need n divisions and n multiplications so in total
we need nM time units to calculate Pn. In total construction of the Jacobi
matrix requires ≈ n3M time units. As we are going to present M is almost
always significantly bigger than n.

The most important algorithm used for the calculation of the inverse
Laplace transform is the Talbot algorithm (see [23], [21]). However, as it
was shown in [16], this algorithm produces completely inaccurate results,
provided we are working with Müntz-Legendre polynomials of degree 50 and
more. This is the reason why new algorithm has been introduced starting
from [13], [14], and is further improved in [16].

Starting with the inverse Laplace transform representation, over the Brom-
wich contour (4) in [13], [14], [16], the following theorem has been proved:
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Theorem 5. For any α > −λ0, x ∈ (0, 1), and a > 0, we have

Pn(x) =
1

2πi

∫ α+i∞

α−i∞
x−sGn(s) ds

= − x−α

π log x

{
Re

∫ a

0

eiuGn

(
α− iu

log x

)
du

−Im eia

∫ +∞

0

e−uGn

(
α− ia− u

log x

)
du

}
. (9)

The main idea in the algorithm is to calculate the actual value of the
Müntz-Legendre polynomial Pn, applying the Gaussian quadrature rules on
the integrals in (9). For the second integral it is obvious that we are going
to apply the Gauss-Laguerre quadrature rule. This is quite natural since we
are integrating with respect to the Laguerre measure e−xdx over the interval
(0, +∞). For the first integral we are going to apply the Gauss-Legendre
quadrature rule (see [12]). It is well-known that oscillatory integrands can
significantly decrease the performance of the Gaussian quadrature rules (see
[15]). Due to this fact, it is recommended to divide the integration over the
interval [0, a) into the non-overlapping subintervals say [aν , bν), ν = 1, . . . , m,
such that ∪m

ν=1[aν , bν) = [0, a).
The algorithm presented in [13], [14], in order to cope with the oscillatory

nature of the integrand eiu, uses the following partition of the interval [0, a)

aν = (ν − 1)π, ν = 1, . . . , m,

where it is chosen a = mπ. This produces quadrature rules with very high
number of evaluations of the function Gn needed to compute Pn(x) to the
machine precision (for double precision format approximately 2.2 × 10−16),
it usually results into the couple of thousands evaluations of Gn.

In [16], we tried to reduce the number of evaluations of Gn. We have to
report that we are far away from our goal, that is to achieve procedure which
will, given x, find autonomously the parameters α, a, as well as the number
of subintervals and their placement in the interval [0, a) in order to have as
smaller as possible numbers of evaluations of Gn, but to compute Pn with a
machine precision.

As it can be checked directly, the function Gn depends on x, which means
that different numbers x require different quadrature rules in order to have
optimal calculations of Pn(x). This is really the case as it is presented in
[16]. Also, the function Gn depends on the sequence Λ which additionally
means that the different quadrature rules should be applied for the differ-
ent sequences Λ. In [16], we limited our attention to the case of uniformly
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distributed sequences and we achieved the number of computations to be
reduced to approximately 100 evaluations of the function Gn for the polyno-
mial P100.
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Knjiga, Belgrade, 1991 (Serbian).
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